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Abstract
Team-based capstone projects are vital in preparing computer sci-
ence students for real-world work by developing teamwork, commu-
nication, and industry-relevant technical skills. Their assessment,
however, is challenging, requiring alignment between academic
criteria and external stakeholder expectations, fair evaluation of
individual contributions, recognition of diverse skills, and clarity on
external partners’ involvement in the evaluation process. The high
stakes of these projects further demand transparent and equitable
assessment methods that are perceived as fair by all involved. Our
working group (WG) addresses the challenges of capstone project
assessment by examining the perspectives of instructors, students,
and external stakeholders to support fair and effective evaluation.
Building on insights from our previous WG and a comprehensive
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review of the literature, we used a mixed-methods approach com-
bining online surveys (quantitative) and in-depth interviews (qual-
itative) with instructors, students, and external stakeholders. In
total, we collected 66 survey responses and conducted 30 interviews
across multiple countries and institutions, capturing a diverse range
of global perspectives on capstone course assessments. Insights
from instructors and students revealed several commonalities, for
example, in the types of assessed components and the challenges of
identifying and addressing non-contributing group members. Our
findings also revealed clear variation between instructor and stu-
dent perspectives on how contributions are measured and weighted.
Instructors were reluctant to rely heavily on peer or self-evaluation
due to concerns about reliability, preferring scaffolded assessments
and early-warning systems to gather contribution data and mod-
erate team dynamics. They viewed contribution-based grading as
positive but resource-intensive. Students, in contrast, emphasized
the need for more transparency, formative feedback, and accurate
recognition of individual contributions. They also expressed con-
cerns about the lack of recognition for hidden labor (e.g., project
management, team coordination), assessor inconsistency, and a
reluctance to critique peers. Instructors treated peer input as sup-
plementary evidence, whereas students perceived it as high-stakes
and socially risky. Stakeholder involvement in assessment was

277

https://orcid.org/0000-0002-1378-7709
https://orcid.org/0000-0003-4760-3792
https://orcid.org/0000-0001-8117-2434
https://orcid.org/0000-0001-9805-4370
https://orcid.org/0009-0002-3023-6500
https://orcid.org/0000-0002-2820-0392
https://orcid.org/0000-0003-0375-9867
https://orcid.org/0000-0002-6803-1490
https://orcid.org/0000-0001-8708-4814
https://orcid.org/0009-0005-8538-7965
https://orcid.org/0000-0001-5795-9798
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3760545.3783974


ITiCSE-WGR 2025, June 27-July 2, 2025, Nijmegen, Netherlands Sara Hooshangi et al.

generally limited to providing formative feedback and participat-
ing in final showcase events. We also identified generative AI as
a rapidly evolving challenge, with both students and instructors
seeking guidance on acceptable use and exploring opportunities
to automate aspects of assessment. Our results offer actionable
evidence-based guidance for designing transparent and equitable
assessment practices in team-based computing capstones.

CCS Concepts
• Social and professional topics → Computing education.
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1 Introduction
Team-based capstone projects mark the culmination of computer
science training, allowing students to apply their knowledge and
cultivate professional skills through real-world problem-solving
[29, 50]. Fair and meaningful assessments in these courses ensure
that students’ individual contributions are recognized and learning
outcomes are accurately measured [19]. However, instructors face
challenges when assessing capstone projects, such as balancing
subjective and objective criteria, managing team dynamics, and
addressing diverse expectations [59]. Meanwhile, students often
struggle with equitable contribution distribution, understanding
assessment criteria, and receiving actionable feedback. Moreover,
generative AI developments require instructors to adjust to the
challenges and opportunities of responsible use of AI in areas such
as assessment [46]. Our WG aims to explore the complexities of
capstone-specific assessments and builds on findings from a pre-
vious WG that identified assessment as a significant challenge in
capstone courses [23]. Unlike the broader teamwork evaluation
studied by a SIGCSE 2024 WG [36], capstone-specific assessments
require focused investigation as they present distinct challenges.
These challenges include aligning academic criteria with profes-
sional standards and real-world deliverables, often necessitated by
the involvement of external clients/ industry partners. Capstone
projects require students to demonstrate diverse technical, manage-
rial, and interpersonal skills, which must be evaluated consistently
across varied contexts. The high stakes of capstone projects also
require transparent and equitable assessments that all involved
perceive as fair.

1.1 Motivation
While prior research has explored pedagogical models and student
outcomes in computing capstones, there has been less attention
paid to how assessment is experienced and implemented by the

various groups involved, including students, instructors, and ex-
ternal clients. This gap provides the primary motivation for our
current work. In an earlier study [23], we interviewed over 30
faculty members about their capstone teaching experiences, uncov-
ering recurring concerns about assessment that we were not able
to fully explore at the time. As instructors who have each faced
the complexities of assessing group work firsthand, a secondary
motivation for this study is to better understand these challenges
across roles and institutions, and to surface practices that can sup-
port more equitable and effective evaluation in capstone settings.
To this end, the current study examines assessment from multiple
perspectives, explicitly including students and stakeholders — two
groups that may not shape the design or deployment of assessment
but whose perspectives are nevertheless crucial for building a more
holistic understanding.

1.2 Research Questions
While many instructors use a variety of methods to assess student
work in capstone courses, there is limited cross-institutional un-
derstanding of which approaches are most effective, how they are
perceived by students and stakeholders, and what challenges in-
structors face in implementing them. This project aims to gather
insights from published research and first-hand discussions with
instructors, students, and stakeholders to explore assessment from
multiple perspectives. Our goal is to gain a deeper understanding
of current practices, identify persistent challenges, and pinpoint
opportunities for improvement. Our goals translate into several
research questions which are as follows:

• RQ1: What assessment methods are commonly used across
diverse computing capstone courses, and how effective are
they in evaluating both team and individual contributions?

• RQ2:What challenges do instructors face in assessing team-
based capstone projects?

• RQ3: How do students perceive the fairness, transparency,
and clarity of assessment criteria, feedback, and grading in
capstone courses?

• RQ4:What roles do external stakeholders play in the assess-
ment process of capstone projects?

• RQ5: What evidence-based strategies can address key as-
sessment challenges while supporting both instructor and
student needs?

2 Capstone Project Terminology
Members of our working group represent seven different countries
and cultures spread across the globe, so the first step is to establish
common terminology. In the context of this study:

• A course is an individual unit in a program of study. This is
known as a module or class in some countries [6].

• Capstone refers to a team-based course completed in the
final or penultimate year of study. Other countries use the
term to describe an individual project carried out in the final
year [23].

• An instructor is a faculty member (academic) who oversees
the delivery and assessment of the capstone course. Other
members of the faculty team might include course designers
and assessors.
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• A stakeholder is a role separate from the course, typically
an industry partner, client or sponsor involved in the technol-
ogy industry, serving as a provider of project specification,
advisor, informal assessor or mentor for the capstone team.

These definitions and terminology are not universal. It is not un-
usual for individuals to have different roles, for example an in-
structor in one context may also act as a stakeholder at a different
institution. We discuss the potential implications of the differing
contexts associated with this work in Section 10.

3 Related Literature
In this section, we review the literature on assessment practices in
capstone courses, examining commonly reported approaches, the
challenges faced by instructors and students, and the involvement of
external stakeholders. We begin by contextualizing our discussion
by examining established assessment frameworks in general engi-
neering capstone education. We then focus on computing-specific
capstone assessments with particular attention to the evaluation of
individual and team contributions, the roles of different assessors,
and the perceived fairness and effectiveness of these assessment
practices. Finally, we identify gaps in capstone assessment research,
particularly around student and stakeholder perspectives.

3.1 Broader Context: Assessment Practices in
General Engineering Capstone Education

Research in the broader engineering education community has
long recognized capstone courses as a cornerstone for integrating
learning and professional skill development. Foundational stud-
ies, such as McKenzie et al. [35] and Trevisan et al. [60], mapped
assessment practices across institutions, revealing that while cap-
stones are central to ABET1 outcome assessment, approaches vary
widely and tend to emphasise summative evaluation over formative
learning. Subsequent work introduced more structured, transfer-
able assessment tools. For example, Davis et al. [14] identified three
core performance domains (personal capacity, team processes, and
solution quality), while Chowdhury et al. [12] demonstrated the
role of capstones in continuous program improvement through
alignment with accreditation outcomes.

Several researchers have proposed a holistic assessment model.
Nassersharif and Rousseau [39] developed a rubric-driven frame-
work integrating student, instructor, and sponsor feedback to en-
sure consistency and transparency. Steiner et al. [53] further dis-
tinguished mentoring from grading and adopted multi-source evi-
dence to improve fairness and reliability. Davis and Rogers [15] later
extended this work through a stakeholder-centred structure that
aligns capstone assessment with student, faculty, and employer pri-
orities, operationalising evaluations around key knowledge, skills,
and abilities (KSAs) such as communication, teamwork, project
management, and ethics.

Collectively, this body of research positions engineering cap-
stones as authentic, integrative assessments of professional com-
petence, offering mature models for rubric design, multi-source
evaluation, and accreditation-aligned feedback. However, these

1ABET Criteria for Accrediting Computing Programs. https://www.abet.org/
accreditation/accreditation-criteria/criteria-for-accrediting-computing-programs-
2025-2026/

approaches remain grounded in physical product design and mul-
tidisciplinary engineering contexts. In computing and software
engineering, assessment challenges differ, e.g., centred on intangi-
ble artefacts such as code, documentation, and iterative prototypes,
and framed by agile, client-driven processes. Our review focuses on
assessment practices within computing-related capstones, examin-
ing how they have evolved to address these distinct pedagogical
and evaluative contexts.

3.2 Assessment Practices in Computing
Capstones

Prior studies of computing capstone courses describe a wide range
of assessment approaches. We organize our findings around four
analytic dimensions: methods employed, who assesses, artifacts
and deliverables, and perceived effectiveness.

3.2.1 Methods Employed. This subsection focuses on the assess-
ment methods used in computing capstones, that is, the procedures,
processes, and mechanisms through which student work is evalu-
ated, independent of the specific artifacts produced.

The literature reveals a consistent reliance on a blend of for-
mative and summative approaches, often combining deliverables-
based grading, peer and self-assessment, process evaluation, stake-
holder input, and quantitative analytics. Formative methods include
weekly progress reviews, reflection reports, status updates, mentor
check-ins, client feedback, and sprint reviews, which provide ongo-
ing guidance and opportunities for teams to adjust their processes
[3, 5, 9, 10, 64]. Summative methods typically comprise graded de-
mos, public presentations, final reports, and the final product, with
assessments conducted at multiple stages of the project life cycle
[25, 42, 51, 57]. Some courses introduce structured checkpoints or
milestone reviews to keep teams on track [17, 25, 28], while others
use manual grading augmented with automated metrics from tools
such as Agilefant to evaluate progress [43].

Peer- and self-assessment are widely used to individualize marks,
address free riding, and make team dynamics more visible. Ap-
proaches range from simple Likert-scale questionnaires to math-
ematically weighted schemes (e.g., a three-dimensional sigmoid
combining group performance, individual effort, and peer assess-
ment average) [4]. Some courses co-define assessment criteria with
students to improve buy-in and alignment with learning objectives
[65]. Most implementations require structured, often anonymised,
peer reviews and reflective self-reports that inform adjustments
to individual marks [9, 48, 51, 56]. These processes are scaffolded
by clear rubrics and digital tools to standardize contribution mea-
surement and promote fairness [21, 50, 61, 63]. In many cases, peer
evaluations contribute directly to the summative grade [4, 28].

Stakeholder and client feedback is also a common component,
with industry mentors or clients evaluating intermediate and final
results, often providing formative input and end-of-course judg-
ment on the project’s success [3, 5, 40]. Increasingly, programs
integrate digital platforms and automated tracking tools into the as-
sessment process. For example, GitHub analytics can capture code
commits, pull requests (PRs), and issue tracking to objectively eval-
uate contributions [21], while tools like Git-Truck provide visual
analytics of repository activity to support assessment of workload
distribution and progression [41]. In other cases, deliverables are
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weighted across quizzes, reports, and final technical papers as part
of a comprehensive grading scheme [58].

Table 1 summarizes the key assessment methods identified in this
subsection, providing a concise overview of the major approaches
reported in the literature.

Table 1: Summary of Assessment Methods Reported in Com-
puting Capstones

Method Category Examples in the Literature

Formative Assessment Weekly check-ins, client/mentor
meetings, sprint reviews, reflection
reports, status updates [3, 5, 9, 10, 64]

Summative Assessment Final demos, presentations, reports,
product evaluations, milestone re-
views [17, 25, 28, 42, 51, 57]

Peer / Self Assessment Likert-scale peer reviews, weighted
grading schemes, reflective self-
reports [4, 9, 28, 48, 51, 56, 65]

Stakeholder Input Client evaluations, industry mentor
feedback, communication skill ratings
[3, 5, 40]

Digital Analytics GitHub metrics (commits, PRs), Ag-
ilefant statistics, Git-Truck repository
analytics [21, 30, 41, 43]

3.2.2 Assessors. Assessment in capstone courses is typically car-
ried out by several stakeholders whose roles either overlap or
complement one another. Instructors and teaching assistants (TAs)
remain the principal arbiters of technical quality and teamwork,
commonly determining final grades while also providing forma-
tive feedback [3, 24, 41, 57, 69]. Additional studies report the same
central role for teaching staff across iterations and deliverables
[4, 22, 50, 55, 64]. In some instances, instructors are the sole asses-
sors of student work [10, 25, 67]. In others, they share responsibility
with clients, sponsors, or students through mixed evidence and
rubrics [5, 17, 57, 69]. Large-scale or mentor-led formats may in-
volvemany academics supervising and assessing teams [41]. Faculty
or academic mentors can also be assigned per team for continuous
evaluation [42, 58, 62]. Teaching assistants and tutors frequently act
as assessors, agile mentors, or Scrum coaches. They review process
and product, provide ongoing feedback, and sometimes even play
the role of customers to articulate requirements [30, 33, 65, 66].
Tutors and graduate assistants also contribute to formative assess-
ment and help enforce consistency across teams [5, 11]. Students
may also hold explicit assessor roles (e.g., team leaders evaluating
contributions) or facilitate reflective assessment in collaboration
with staff [34, 68].

External clients and stakeholders provide authentic, real-world
perspectives. In many offerings, their role is mainly formative, such
as commenting on demonstrations or final presentations and val-
idating the product’s value [4, 51, 69]. In other courses, clients
contribute substantially to summative assessment, sometimes ac-
counting for up to half of the final grade by judging usefulness
and professionalism [3, 11, 52]. In industry-integrated capstone

models, industrial mentors, or project supervisors actively evaluate
deliverables and guide work across iterations [30, 34, 65]. In a few
cases, client approval is decisive for success, with acceptance or
rejection of the delivered system determining the outcome [40, 44].

Some programs employ coordinators, supervisors, or formal
boards to balance perspectives and ensure consistent standards. A
single coordinator or academic supervisor may oversee all teams
and moderate grading across iterations [22, 61]. Formal boards
or committees comprising faculty mentors, clients, and additional
instructors jointly evaluate final outcomes [42].

Table 2 provides a summary of the primary assessor roles in
computing capstones, consolidating the diverse perspectives high-
lighted in this subsection.

Table 2: Assessors in Computing Capstones

Assessor Category Roles and Contributions

Instructors / TAs Technical evaluation, process supervi-
sion, formative feedback, final grading
[3, 4, 10, 22, 24, 25, 41, 50, 55, 57, 64,
67, 69]

External Stakeholders Domain-fit evaluation, professional-
ism, product usefulness, communica-
tion skills [3, 4, 11, 51, 52, 69]

Students (Peer / Self) Contribution ratings, team dynamics
insight, reflective assessment [34, 68]

Mentors / Coaches / Su-
pervisors

Regular progress evaluation, process
guidance, intermediate deliverable as-
sessment [30, 34, 65]

Committees / Boards Moderation, multi-source final eval-
uation, ensuring consistency across
teams [22, 42, 61]

3.2.3 Artifacts and Deliverables. This subsection focuses on the
computing-specific artifacts and deliverables that are assessed in
capstone courses, distinguishing what students produce (e.g., code,
models, documentation) from the assessment methods described in
section 3.2.1.

Core graded artifacts include software increments and final prod-
ucts, requirements and design documents, and technical implemen-
tation records [4, 5, 10, 40, 41, 48, 50, 54, 55]. These deliverables are
often weighted alongside measures of process and teamwork, with
some courses using metric-based schemes to evaluate productiv-
ity, teamwork quality, and product quality [67]. Oral presentations
and demonstrations are common at milestones and final delivery
[10, 11, 22, 25, 51], while written reports, such as proposals, interim
updates, and final documentation, remain central [9, 17, 38, 57, 61].
Technical artifacts assessed include use case models, test models,
architecture diagrams, and prototypes [30, 34, 56, 66] while process
evidence artifacts include sprint backlogs, burn-down charts, retro-
spectives, meeting logs, and contribution breakdowns [28, 61, 64].

Reflective deliverables, such as learning journals, self-appraisals,
and iteration retrospectives, support meta-cognitive learning [3,
31, 62]. Increasingly, code repositories are assessed for quality and
contribution, with analytics tools like Git-Truck used to visual-
ize team and individual inputs [21, 41]. In multidisciplinary or
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industry-linked projects, additional outputs include posters, elec-
tronic team notebooks, and client-approved final designs [2, 38].
Structured models such as the Triangulation Assessment Model
integrate rubrics, logbooks, and surveys to evaluate both product
and process [20].

Agile and iterative project settings emphasize “living documents”
such as requirements specifications, test documentation, architec-
ture diagrams, Epics, sprint outputs, and CONOPS (Concept of
Operations) documents [30]. Other technical artifacts include 3D
models, UI components, functional prototypes, implementation
logs, and function point estimation reports [8, 34, 56]. Some curric-
ula incorporate assessment-oriented artifacts such as progress re-
ports, contribution breakdowns, and formal evaluation documents
like project notebooks, risk management plans, and traceability
matrices [42, 65]. Evaluation schemes may also include conference-
style technical papers, engineering journals, and database logs of
process adherence [65].

Table 3 summarises the categories of artifacts and deliverables
that are assessed in computing capstone projects.

Table 3: Summary of Artifacts and Deliverables Assessed in
Computing Capstones

Artifact Category Examples in the Literature

Software Products &
Increments

Functional prototypes, final software
builds, incremental releases, imple-
mentation records [4, 5, 10, 40, 41, 48,
50, 54, 55]

Technical Documen-
tation

Requirements specifications, design
documents, architecture diagrams,
UML/use-case models, test models,
CONOPS documents [30, 34, 56, 66]

Written Reports Proposals, interim reports, final doc-
umentation, engineering journals,
conference-style papers, evaluation
documents [9, 17, 38, 57, 61, 65]

Oral Presentations &
Demonstrations

Milestone demos, technical presenta-
tions, final project showcases, poster
presentations [10, 11, 22, 25, 51]

Process Evidence Sprint backlogs, burndown charts, ret-
rospectives, meeting logs, risk man-
agement plans, traceability matrices
[28, 42, 61, 64, 65]

Code Repositories
and Analytics

Git commits, merge requests, contri-
bution visualisations (e.g., Git-Truck),
repository activity metrics [21, 41]

Reflections Learning journals, self-appraisals, it-
eration retrospectives [3, 31, 62]

Other Deliverables Client-approved designs, 3D models,
UI components, function point es-
timation reports, project notebooks
[8, 34, 42, 56, 65]

3.2.4 Perceived Effectiveness. Courses that incorporate multiple
sources of evidence, combining inputs from instructors, self, peers,

and clients, tend to report higher perceptions of fairness and trans-
parency [3, 5, 38, 68].

In practice, instructors frequently triangulate these data streams
by integrating peer evaluations, customer feedback, and their own
judgment when determining grades. They may also consult team
leaders to deepen insight into individual contributions during self-
and peer-assessment cycles [58]. In addition, timely and actionable
feedback from assessors improves the perceived effectiveness of
assessment [62].

Some studies describe concrete measures to enhance fairness
and coordination. For example, Reactive Weekly Monitoring (RWM)
has been shown to improve team coordination, effectiveness, and
sense of belonging (though not necessarily productivity) [34]. To
further strengthen objectivity, some instructors propose automated
collection and analysis of repository and development-activity data
to complement individual performance assessment [21].

Despite these benefits, some authors caution that peer and/or self-
ratings can suffer from friendship bias or strategic inflation [5, 48].
From the instructors’ perspectives, large class sizes and different
assessor viewpoints complicate calibration and increase workload
[24, 62]. Client-weighted schemes can also become unreliable when
stakeholder availability is uneven or feedback is misaligned with
learning objectives [57].

Notably, evidence on the effectiveness of assessment practices
in computing capstones is limited and often indirect. While stud-
ies frequently report that certain assessment components, such as
iterative feedback, multi-source evaluation, or structured rubrics,
are positively received by instructors or students, few provide sys-
tematic measures of effectiveness or formal evaluations of how
well these practices differentiate individual from team performance.
This scarcity of explicit effectiveness measures reflects a broader
gap in the literature and directly motivates the second component
of RQ1, which asks how well current methods evaluate both team
and individual performance.

3.3 Instructor Challenges
Our review of the literature reveals that capstone course instructors
face a wide range of persistent and emerging challenges, including
managing limited time and resources, navigating diverse teams and
stakeholders, assessing individual contributions, balancing process-
versus product-oriented criteria, coordinating multi-source feed-
back, and contending with non-standardized assessment models.
These challenges are used to structure our findings, below.

None of the studies included in our review considered generative
AI tools for assessment tasks. This leaves open questions about
how to detect AI generated code and embed AI literacy in capstone
assessment rubrics. However, as will be seen from the later sections,
interviews with instructors, students and stakeholders demonstrate
evolving practice around AI.

3.3.1 Workload, Time Constraints, and Resources. A commonly
reported issue in the literature is the lack of time to adequately
monitor and assess both individual and group-level progress [57, 66].
Providing timely, detailed, and high-quality individual feedback
is described as “extremely time-consuming” [22, 61]. Adding to
this, instructors report that some students do not act on feedback,

281



ITiCSE-WGR 2025, June 27-July 2, 2025, Nijmegen, Netherlands Sara Hooshangi et al.

leading to repeated under-performance and duplicated effort from
teaching teams [61].

Resource constraints also present barriers to the implementation
and evaluation of innovative assessment techniques. For example,
the use of Git-Truck to assess student contributions required 19
teaching staff for 19 student projects, effectively a one-to-one ratio
between staff and project, making such models infeasible for most
institutions [41].

The limited number of academic mentors available for a large
student cohort is also a challenge [32]. This also complicates the
task of effectively matching students, projects, and mentors. To
provide meaningful technical guidance, instructors must invest
substantial time in understanding each project while also managing
course design, scheduling, and assessment planning, each of which
is resource-intensive [55].

Large enrollments in capstone courses significantly increase the
grading workload. For example, Linköping’s large-project course
required a ten-activity marking model and multiple assessors to
manage ninety students [63]. Similarly, frequent sprint reviews in
client-on-site settings can stretch instructor capacity [3, 49].

3.3.2 Diversity of Projects, Teams, Instructors, and Stakeholders.
In capstone project courses, assessment is more complex than in
other courses due to the inherent multi-dimensional nature of cap-
stone projects, the entanglement of generic skills (like problem
formulation and critical thinking), and the need for continuous
evaluation[2]. Since capstone courses have a variety of projects
[45], and a diverse set of students [51], it is challenging to establish
a uniform assessment process. Some courses [69] use an assess-
ment model where each team works on the same project to create
a consistent and fair base for grading, as each team deals with the
same project complexity, management, and technology issues. In
some institutes, capstone courses are offered to both Bachelor’s and
Master’s students in their final year of study, with 30 vs. 40 hours
of load per week, leaving varying availability for face-to-face study
on a daily basis [51]. Conflicts happen within a team due to the
coexistence of certain personality types [48].

Further challenges for instructors come in relation to the in-
dustry. For example, managing projects with inconsistent levels of
external mentorship from stakeholders [24] requires reconciling
different evaluation perspectives while assessing a broad range of
skills and outcomes. Variations in management and assessment
practices make it harder to align student capabilities with industry
demands [2].

Further variations arise in differences in opinion of diverse as-
sessors in terms of quality and ethical consideration [24, 38, 61]
and differing experiences of instructors influencing the design of
problem-based learning (PBL) assessments [68].

3.3.3 Tracking Individual Contribution. Objective measurement of
individual student engagement within a team [48] and detection
of free-riders are challenging tasks for instructors [4, 11, 18, 48]
especially when team members are reluctant to report problems
with their teammates until is too late to fix the issues, and when as-
sessments start late in the semester [25]. The teaching teams largely
rely on students’ personal reflections and their own observations,
which could be limited or biased [50]. Identifying and addressing
so-called “social loafing” or free-riding is also difficult because it

could go undetected for a long time, and by the time it is reported,
the course may be almost over [50].

When projects are significantly different, consistent and accurate
assessment of individual student contributions to team-produced
work presents a bigger challenge to instructors [4, 22, 50]. Providing
early feedback helps students succeed [64]. Instructors utilise tools
such as Trello, Git repositories, and shared time-logging spread-
sheets to gain insights into individual contributions [30, 56]. In-
structors also often rely on documentation artifacts (e.g., Project
Notebooks) and weekly meeting notes to infer each student’s con-
tribution [58]. Tools such as the Team Contribution System (TCS)
provide numeric peer scores, but bias and strategic inflation remain
[5]. Automated log metrics (e.g., commit counts) help, but require
additional analytics expertise [28].

3.3.4 Impact of Team Setup on Assessment. Team configuration
also shapes the assessment challenges that instructors encounter.
Hybrid, virtual, and distributed teams reduce instructors’ opportuni-
ties for direct observation, making it harder to monitor engagement,
identify problems early, and verify consistent participation. Studies
report that remote or dispersed teams experience weaker visibility
of day-to-day work, greater reliance on asynchronous communica-
tion, and higher coordination overhead, often leading to delayed
issue reporting and difficulty establishing shared norms [1, 47, 58].

Because of these constraints, instructors must rely more heavily
on digital traces, such as commit histories, issue trackers, and meet-
ing logs, to infer contributions. However, these artifacts capture
only part of the work and require careful interpretation [28]. These
limitations intensify individual contribution-tracking issues and
highlight the need for assessment approaches that remain reliable
across co-located, hybrid, and fully distributed team setups.

3.3.5 Balancing Process–vs–Product Criteria. Assessing the cap-
stone project process versus the product in a balanced manner is a
complex task.While some grading schemes allocate weights to prod-
uct quality, process deployment, and teamwork (e.g., 40%-30%-30%)
[58], other approaches prioritize process adherence more explicitly,
such as assessments based on CMMI maturity levels to evaluate the
depth and structure of team practices [65]. Agile-oriented offerings
aim to reward professional practice, not just the final artifact. For
example, Eloe and Hoot caps MVP marks at “Distinction” unless
the process evidence shows a higher complexity and reflection
[17]. Other approaches seek to reward learning and not just out-
comes [25] by taking into account group skills, project complexity,
and standard of outcome, so that a team’s ability to solve challenges
and learn from them is rewarded. Overall, achieving consensus on
such weighting schemes across teaching teams is non-trivial.

3.3.6 Coordinating Multi-Source Feedback. The need to ensure
objectivity and integrity of the final grade by correlating grades
from a variety of sources is also reported as a challenge by instruc-
tors [22]. Since differences in scores of different assessors were
reported as a concern of students [68], instructors of the capstone
project course need to be extra careful when coordinating multi-
source feedback. Some studies reported uneven client availability
when students needed feedback [48]. Instructors thus act as liaisons,
interpreting stakeholder comments and converting them into ac-
tionable student feedback. It is difficult for instructors to measure
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and determine if the intended outcomes for all parties are achieved.
Monitoring the interaction and communication between students
and external stakeholders is not easy, which makes it harder to
ensure the achievement of learning objectives and project goals
[40, 52]. Instructors also face disappointment when students don’t
follow assessment instructions [55], when integrating the external
stakeholders isn’t perceived as “worth the effort”, and when course
evaluation is poor because the external stakeholder didn’t meet the
student needs [52].

3.3.7 Non-Standardized Assessment Models/Frameworks. Due to
the heterogeneity of capstone projects in terms of their types, sub-
jects, end-users, and teams’ capabilities in developing them, it be-
comes very difficult to get a standard measure of their quality
and have a standardized assessment criterion [20]. The lack of
standardized assessment frameworks for the variety of capstone
projects leads to inconsistent implementations due to the varying
approaches of educators, institutional factors, and challenges in
maintaining consistency between instructors [20, 62].

3.4 Student Perspectives
Capstone students perceive various challenges, including unclear
assessment criteria, a lack of fairness, complexities with the peer
and stakeholder assessments, and issues with timeliness and the
usefulness of the feedback. These challenges are expanded on in
the following sections.

3.4.1 Transparency andClarity of Criteria. Students prefer up-front
rubrics and briefing sessions to help them understand the assess-
ment process in capstone projects. Studies show that ambiguous
weighting between process and product undermines student confi-
dence [57]. Students are affected by the inflexibility in distributing
the work and marks between project phases and in deciding group
sizes, which may impact their learning experience [2]. Moreover,
discrepancy in scores of different assessors is reported as a student
concern [68]. Instructors rarely request student feedback on spe-
cific aspects of capstone assessment (such as peer assessment as a
method of individual assessment, effects of friendship on peer as-
sessment, evaluation of the peer assessment form, peer assessment
grade reflecting minimum effort, and evaluation of the adjustment
formula) [4].

3.4.2 Peer Assessment Impact. When used formatively, peer re-
views promote accountability and reflection [18]. Fairness in peer
evaluation is emphasized, with students encouraged to assess team-
mates honestly and objectively [30]. Measures are taken to prevent
bias, such as disregarding self-evaluations that appear overly in-
flated, and peer assessments are used to adjust final grades, which
adds credibility to the evaluation process [58]. However, fear of
confrontation of friends results in inflated ratings, diluting its diag-
nostic value [5]. Students may even feel uncomfortable in assessing
their friends [4]. The lack of student expertise in assessment leads
to high scores in self-assessment as compared to instructor or other
assessor scores [20]. Furthermore, an extrovert “free rider” may
generate favorable assessment in the peer evaluation based on their
personalities, while introvert students might be marked down [4].

Complaints about unequal effort persist, particularly when peer
scores are introduced late in the course [5]. Hybrid grading (group

+ individual) is preferred by a majority of students, such that 68%
of students in one study rated it fairer than pure team marks [63].
However, some studies report that students demanding fairness
in grading sometimes overestimate their ability to achieve a high
grade [62].

3.4.3 Working with Stakeholders. Involvement of the stakeholders
in the capstone projects may cause mixed responses in students.
For example, students can be frustrated when the final product is
not part of their assessment, and hesitant to work with the external
stakeholders on an open problem - but better engaged in giving
demonstrable results to an external product owner on a weekly ba-
sis [9]. Students encounter other common problems while working
with the stakeholders, including absentee clients, a lack of client-
supplied content or data, and excessive scope creep of the project,
which may lead to project failure and impact the quality of the
final software product students are assessed on [22, 52]. Students
also experience frustration due to different terminologies used be-
tween the external stakeholders and instructors, and face cognitive
overload when working with open problems, new tools, processes,
and external stakeholders simultaneously [52]. Students also report
difficulty in balancing the course requirements with external stake-
holder demands, being sometimes confused by conflicting advice
from external stakeholders or excessive focus on the final product
over learning practices and learning outcomes [52].

3.4.4 Timeliness and Usefulness of Feedback. Students valueweekly
tutor meetings and sprint retrospectives as the most actionable feed-
back channels [28]. Summative comments delivered only at the end
of the term were deemed “too late to matter”. Sometimes, a lack of
unified structure, documentation methods, and effective knowledge
management leads to confusion, knowledge gaps, and integration
problems. Under-communication during times of uncertainty is
especially challenging to handle by the students and can easily
cause students to lose the “big picture” of the whole project [50].

3.4.5 Other Challenges Impacting Assessment. For many students,
the capstone is their first experience with a large-scale, real-world
project, and they report difficulties in knowing how to begin, es-
pecially within the tight timelines typical of these courses [55].
Meeting deadlines can be especially problematic when sub-teams
fall behind, as this jeopardizes overall project integration and im-
pacts assessed outcomes [50]. Students also describe anxiety at
the outset of the course when forming teams or being allocated
projects, with mismatches in project interest sometimes contribut-
ing to reduced motivation and weaker performance [2]. Studies
also show that students often overestimate the usability of their
technical solutions, assuming users will intuitively understand how
to interact with a system [8]. Feedback from authentic users, such
as teachers or peers, helps them recognize usability shortcomings
and motivates design improvements, for example, by adding hint
buttons or visual guidance [8].

Teamwork itself is a recurring source of difficulty. Students ac-
knowledge that project planning and collaboration are more de-
manding than anticipated, and they often underestimate the com-
plexity of team dynamics before the course begins [5]. Conflicts,
uneven contributions, and coordination issues can lead to poor
deliverables and lower grades [22]. Even when digital platforms
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for communication and management are available, maintaining
coordination under strict time constraints remains challenging [2].
Broader systemic issues, such as unclear work distribution, lim-
ited knowledge sharing, and concerns about assessment schemes,
further complicate students’ experiences and their perceptions of
fairness in grading.

3.5 Stakeholder Involvement
Our review of the literature shows that the involvement of stake-
holders in capstone courses is limited, but varies significantly. The
sections below discuss the nature of stakeholder involvement, their
input to the assessment, feedback, and expectations.

3.5.1 Extent and Nature of Involvement. External stakeholders,
such as clients and end users, can be part of both formative and
summative assessment processes. Their involvement can range
from limited engagement, such as serving on a final judging panel,
to sustained participation throughout the project, including co-
defining requirements, attending sprint reviews, and providing
iterative feedback [3, 38, 51, 57]. Across the literature, stakeholders
contribute anywhere from a small portion to a substantial share of
the overall assessment, typically falling within a broad range from
light weighting to nearly half of the total evaluation [24, 51].

Stakeholders contribute to various phases of the project life cy-
cle, providing formative feedback that helps students improve their
systems iteratively. For instance, feedback from system users guides
enhancements in usability and functionality [8]. Project ideas can
be solicited from the industry partners, but not always used as
they were originally proposed and instead adjusted for the course
requirements [69]. While the instructor is the primary assessor of
the quality of the work, industry partners can provide input on the
acceptability of the project implementation and deployment [69]. In
another example, external sponsors meet with the students weekly
to provide feedback on the progress along with the instructor (the
main assessor) and other teaching staff and postdoctoral students
[25]. In some cases, assessment models also incorporate stakeholder
input to ensure a holistic evaluation. For example, grades on team
deliverables are first determined at the group level and then ad-
justed based on individual contributions as judged by the instructor,
project customer(s), and peers [58]. In other cases, client involve-
ment extends beyond the course, offering post-project employment
opportunities to students [42].

Stakeholders evaluate student performance in terms of profes-
sional competency, the gap between academic and industry stan-
dards, specific professional skills (including drawing, modeling, co-
ordination, cost estimation, and teamwork), capstone achievements,
and overall post-graduation readiness [32]. Conflicting schedules,
shifting priorities, and discrepancies in quality standards can lead to
misaligned expectations [38, 63]. To mitigate these issues, courses
may assign dedicated mentors, employ common rubrics to stan-
dardize evaluation [38], or require teams to follow clearly defined
processes, such as structured Agile practices, that help align stake-
holder expectations with course outcomes [28].

3.5.2 Input to Assessment, Feedback, and Expectations. External
stakeholders contribute to the capstone assessment by evaluating
usability, domain fit, and professional conduct, and their qualitative

feedback often informs instructors’ grading [5]. Some programs
involve industry guests in rating communication skills during mile-
stone demos or in applying stakeholder-provided rubrics to as-
sess final designs, posters, and presentation quality [24, 51, 57].
Stakeholder evaluations may therefore form a direct component of
individual student assessment.

Beyond grading, stakeholders provide insight into professional
competencies, industry expectations, and perceived gaps between
academic preparation and workplace standards [32]. However, dif-
ferences in scheduling constraints, shifting priorities, and varying
quality benchmarks can lead to misalignment between academic
and industry evaluations. For example, industrymentors often show
greater variability in their evaluations and may assess performance
differently from academic staff, reflecting divergent expectations
rather than consistent grade deflation [38].

3.6 Synthesis and Research Gaps
Our review of the literature shows that while capstone assessment
research has explored what is evaluated (e.g., deliverables, pro-
fessional skills), how it is evaluated (e.g., rubrics, multi-source
grading), and who is involved (e.g., instructors, peers, clients, stu-
dents), several important gaps remain. Assessment practices, such
as checkpoint-based grading, triangulated reviews of code, docu-
mentation, and presentations, and multi-source input combining
instructor, peer, self, and client perspectives, are reported, yet their
adoption is inconsistent due to the substantial time, coordination,
and resources required. Scalable, objective methods for assessing
individual contributions within large teams remain scarce, and no
studies were found that address the emerging challenge of rec-
ognizing and appropriately crediting generative AI contributions.
Moreover, student perspectives are under-represented: few studies
investigate perceptions of rubric clarity, feedback timeliness, or the
fairness of peer assessment. The role of external stakeholders in
assessment is similarly under-examined.

These gaps raise several key questions: How can instructors
balance individual and team contribution and incorporate feedback
from stakeholders while maintaining fair, fine-grained assessment?
How do students interpret fairness, feedback, and rubric clarity? Ad-
dressing these questions requires research that not only examines
the practical constraints faced by instructors but also integrates stu-
dent and stakeholder perspectives to ensure capstone assessment
practices are equitable, effective, and relevant. Linking back to our
research questions, existing work offers partial insight into RQ1,
particularly the range of assessment methods used, and addresses
some aspects of RQ2 concerning instructor challenges. However,
the literature provides limited evidence on how effectively these
methods distinguish between individual and team performance
(RQ1, second component), and offers little empirical understanding
of students’ perceptions of fairness, transparency, and clarity (RQ3).
Research examining the roles and contributions of external stake-
holders (RQ4) is similarly sparse. Finally, the absence of scalable,
evidence-based strategies for addressing emerging assessment chal-
lenges, including issues introduced by generative AI, highlights a
gap directly relevant to RQ5. These gaps collectively motivate the
empirical components of our working-group investigation.
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4 Theoretical Framework
This study is grounded in Social Interdependence Theory (SIT),
which posits that the structure of group goals shapes member inter-
actions and, ultimately, group outcomes [16, 26]. SIT distinguishes
between three primary forms of goal interdependence: cooperative,
competitive, and individualistic. In cooperative structures, which
are ideal for most educational team settings, individuals work to-
gether to achieve shared goals, recognizing that their success is
mutually dependent. Capstone courses typically rely on cooperative
interdependence, as students must work collectively to complete
complex, often externally sponsored projects. However, the nature
of assessment in these contexts can create tensions. Peer evalua-
tions, uneven contributions, competitive grading pressures, and
unclear individual accountability can disrupt cooperative dynamics
and shift perceptions toward competitive or individualistic struc-
tures. By applying SIT, we seek to understand how assessment
practices either reinforce or undermine cooperative interdepen-
dence within capstone teams. This lens allows us to explore how
students perceive fairness and contribution, how instructors man-
age group dynamics through assessment, and how stakeholder
involvement influences shared goals and responsibility. Ultimately,
this framework helps illuminate the alignment (or misalignment)
between capstone pedagogy and the assessment structures that
support or hinder effective collaboration.

5 Methods
Our work is guided by a mixed methods approach as outlined
by John and David Creswell [13] to understand assessment from
the point of view of various stakeholders involved with capstone
courses. We collected information from students, instructors, and
external stakeholders who acted as either consultants or project
owners.We used a concurrent triangulation approach [13], in which
quantitative and qualitative data are concurrently collected and
then compared to determine convergence, differences, or some
combination. In this approach, also referred to as cross-validation,
“separate quantitative and qualitative methods are used to offset the
weaknesses inherent within one method with the strengths of the other
(or conversely, the strength of one adds to the strength of the other)”.

5.1 Survey Design Process
We designed the survey and interview questions to align with our
study’s research questions and ensure the collection of relevant
data, such as assessment type, fairness, followed by personal re-
flection on grading, individual versus group assessment, and the
role of external stakeholders. The design of our survey and in-
terview questions was guided by Social Interdependence Theory,
previously introduced, to ensure that our assessment of computer
science capstone courses reflects the central role of collaboration,
interdependence, and shared goals in student learning. Two surveys
were developed to collect quantitative responses from instructors
and students. Three interview protocols were used for our semi-
structured interviews to collect qualitative responses. Since this
study involved 10 researchers from different countries and institu-
tions, we developed guides, questions (Tables 15, 16, and 17), and
a detailed interview protocol to ensure that the same procedures
were followed at each site.

5.2 Data Collection Process
We distributed the quantitative survey (Tables 13 and 14) via a
Google form to collect information from the larger community of
faculty in the computing field who teach or supervise capstone
projects, and to students at various institutions who have taken a
capstone class. The surveys were distributed to the SIGCSE listserv
and colleagues of members of the WG to share with their students.
The results were collected and anonymized by the lead institution,
which had the Institutional Review Board (IRB) approval for collect-
ing the survey results before sharing with the rest of the research
team. We collected 22 responses from instructors and 44 from stu-
dents as shown in Table 4. While originally we planned to also
survey stakeholders, unfortunately our call and outreach did not
result in any response.

Simultaneously, semi-structured interviews were conducted by
each member of the WG. Each researcher obtained IRB or ethics
approval from their own institution and conducted the interviews
in isolation. Each researcher conducted between 2 and 4 inter-
views. The participants were recruited from the personal network
of each researcher. All interviews were conducted online using ei-
ther Google Meet, Zoom, or Microsoft Teams. The transcripts were
generated using the freely available automated audio transcription
on Meet, Zoom, or Teams. The generated text was then cleaned
and reviewed by the researcher for accuracy. While recruiting par-
ticipants, we used a shared document to keep track of anonymized
information about the participants.

Table 4 shows participant numbers in our study, divided into
students, instructors, and stakeholders. There were 66 participants
who responded to our quantitative survey and 30 who took part in
the semi-structured interviews, resulting in a total of 96 participants
across both sets.

Table 4: Survey/interview participants distribution

Role Survey Interview Total

Student 44 12 56
Instructor 22 13 35
Stakeholder 0 5 5
Total 66 30 96

5.3 Coding Process
Most members of the research team conducted two to four inter-
views focusing on a single participant group (instructors, students,
or stakeholders). With the exception of the lead authors, all re-
searchers limited their interviews to just one group to maintain
consistency. The research team then formed subgroups based on
the type of participants each researcher interviewed—for example,
those who interviewed students coded student transcripts, while
those who interviewed instructors or stakeholders coded within
their respective groups.

We analyzed the transcripts using thematic analysis, following
Braun and Clarke’s framework [7]. Given the clear separation of the
three sets of interviews, each subgroup carried out its own thematic
analysis. Each researchers in the subgroup independently coded
their transcript, for an initial round of coding, then shared and
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compared their coding with others in the same subgroup to refine
interpretations and reach consensus. A code book was emerged
from these discussions. To analyze the student interviews, the re-
searchers deliberately distributed them in a way that interviews
done at a particular institution were not analyzed by the researcher
from that institution only. This way the team attempted to coun-
terbalance threats arising from inferences or assumptions based
on background knowledge about a particular institution. Finally,
during the days prior to the ITiCSE conference, the researchers met
in person to re-visit their codings, finalize the description of the
emerging themes, and select the quotations used to illustrate the
themes. This iterative process allowed each subgroup to surface
patterns specific to their participant category, which resulted in the
themes discussed in Sections 6.2, 7.2 and 8.

6 Instructors’ Perspectives
This section presents insights from instructors gathered through
both the online survey and in-depth interviews. Because some ques-
tions differed across the two instruments, we report the findings
separately: quantitative survey data provide the breadth of per-
spectives across a larger group of instructors, while qualitative
interview data offer depth of insight into individual experiences.
The qualitative findings are organized around themes that emerged
from the thematic analysis of the interview data. Collectively, these
perspectives shed light on what forms of assessments instructors
use and the strategies and challenges they face when assessing
capstone projects.

6.1 Instructors’ Quantitative Responses
6.1.1 Instructor and Course Background. Twenty-two instructors
completed the online survey. Of those, 20 taught a capstone class at
the undergraduate level and two at the graduate level. Eleven par-
ticipants taught a one-semester capstone course, and eleven taught
a two-semester or longer capstone. Most of the instructors were
based in the United States (15), followed by the United Kingdom
(3) and Norway (4). Most instructors were in a computer science
department (18), and the rest were in gaming or informatics units.

For teaching experience, only one instructor had taught cap-
stone courses for less than two years. Seven reported 2–5 years of
experience, four reported 6–10 years, and ten instructors had been
teaching capstones for more than a decade. The majority of the re-
spondents were either a course coordinator or an instructor/teacher.
Most instructors (13 out of 22) reported handling grading inde-
pendently, while others noted involvement from other instructors,
external stakeholders, and teaching assistants. When asked to rate
the adequacy of grading support for assessing capstone projects,
most instructors provided positive responses: 10 rated support as
‘adequate’ and 6 as ‘extremely adequate’, while the rest gave a more
moderate rating of ‘neutral’.

The class sizes ranged from less than 20 to more than 200. We
asked instructors about the typical student team sizes in their cap-
stone course, and the majority reported that student team sizes
were between 3–5 (13 out of 22), followed by sizes greater than 6 (6
out of 22). These are the typical team sizes reported in the literature
as well [59], as well as our own previous report [23].

6.1.2 Assessment Practices. We asked instructors about the form of
assessments they used in their courses. Our results (Table 5) show
that very few instructors rely exclusively on formative (ongoing)
assessment, with no instructor in our sample size using it as the
sole approach. Instead, most instructors adopt a combination of
formative and summative assessment (19 out of 22), suggesting that
instructors value both ongoing feedback and end-of-course evalu-
ation. A similar pattern appears in assessment style: while some
instructors employ exclusively subjective (3) or objective (4) mea-
sures, the majority (15) integrate both. Taken together, these find-
ings indicate that capstone instructors blend multiple approaches,
reinforcing the importance of capturing both process and outcome,
as well as balancing qualitative judgments with more structured
evaluation criteria.

Table 5: Assessment approaches reported by instructors

Approach Frequency (N=22) (%)
Formative (ongoing) only 0 (0.0%)
Summative (end-of-course) only 3 (13.6%)
Both formative and summative 19 (86.4%)
Subjective only 3 (13.6%)
Objective only 4 (18.2%)
Both subjective and objective 15 (68.2%)

When asked about grading approaches, most instructors (10)
reported assigning individual grades based on a combination of
instructor, stakeholders’ input and team member evaluations. A
smaller group (4) indicated that grades were determined solely by
the instructor’s assessment of individual contributions, while an-
other 4 reported giving all team members the same grade. Only
a few instructors (3 in total) described hybrid or conditional ap-
proaches, such as splitting grades between group and individual
components or assigning equal grades unless clear evidence sug-
gested otherwise.

6.1.3 What is assessed? Table 6 shows the most common deliv-
erables contributing to the final grade included project demon-
strations (e.g., live demos or walkthroughs), written reports (e.g.,
final documentation or technical reports), and oral presentations.
In some cases, additional components such as reflection essays or
journals, peer feedback, and team logs were also used.

Table 6: Instructor-reported deliverables in capstone courses

Deliverable Frequency (N=22) (%)
Project demonstrations (e.g., live demo,
walkthrough)

19 (86.4%)

Completed project build/deliverable 18 (81.8%)
Written reports (e.g., documenta-
tion,report)

18 (81.8%)

Oral presentations (e.g., progress pre-
sentation, final pitch, final presentation)

16 (72.7%)

Reflection essays or journals 13 (59.1%)
Progress meeting minutes or team logs 12 (54.5%)
Others 6 (27.3%)
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6.1.4 Contribution of Different Assessments to the Final Grade. Fig-
ure 1 presents instructors’ response to the question of how different
assessment types contribute to students’ final grades in capstone
courses, using a five-point Likert scale (Not at All to Very Signifi-
cant). Instructor evaluation was rated as the most influential factor,
with 86% of respondents viewing it as significant or very signifi-
cant. In contrast, self-assessment was generally rated low: while
half of the respondents rated it as only moderately significant, more
than 40% reported it contributed little or not at all. Peer evalua-
tion showed a more mixed picture, with 41% rating it as not at all
significant, but nearly one-quarter viewing it as significant. Exter-
nal stakeholder feedback was the least emphasized, with nearly
two-thirds of respondents reporting that it did not contribute mean-
ingfully to final grades. Overall, the findings highlight the dominant
role of instructor evaluation, with comparatively limited weight
placed on self, peer, or external stakeholder assessment.

Figure 1: Extent by which each assessment type contributed
to the students’ final grades. Percentages may be 100% ± 1
due to rounding.

6.1.5 Evaluating Team and Individual Contribution. Figure 2 shows
results for evaluating team contributions. Instructor evaluation
again emerged as the most effective, with 86% of respondents rating
it very or highly effective, while peer evaluation was viewed as
moderately effective by nearly half, but less favorably by others. Self-
assessment was perceived as moderately effective by 36%, but only
5% rating it as highly effective. External stakeholder evaluations
were again the least used, with nearly half of respondents not
employing them. These results suggest that instructor judgment
and evaluation play the most central role in evaluating team-level
contributions.

Figure 3 shows responses to the question of how effective differ-
ent methods are in evaluating individual contributions in capstone
courses. Instructor evaluation was rated the most effective, with
nearly three-quarters of respondents (72%) considering it very or
highly effective. Self-assessment received mixed reviews: while
more than half (55%) considered it moderately effective, almost
one-fifth did not use it. Peer evaluation showed the most divided
opinions, with results spread across the scale; Over one-quarter
of respondents (27%) regarded it as very effective, and a further
14% rated it highly effective, suggesting that some see peer insights

Figure 2: Effectiveness of different methods in evaluating
team contributions in capstone courses. Percentages may be
100% ± 1 due to rounding.

as a valuable way of capturing individual contributions. At the
same time, however, 23% judged it only moderately effective, 10%
as slightly or not effective, and 27% reported not using it at all.
External stakeholder evaluations were the least used, with nearly
60% of respondents not employing them for assessing individual
contributions. Overall, the data indicate a strong reliance on instruc-
tor judgment, with other methods perceived as less consistently
effective.

Figure 3: Effectiveness of different methods in evaluating
individual contributions in capstone courses. Percentages
may be 100% ± 1 due to rounding.

Taken together, the two sets of findings (Figures 2 and 3) high-
light the similarities and differences in how individual and team
contributions are assessed. Instructor evaluation stands out as the
dominant method in both cases, underscoring its central role in cap-
stone assessment. In contrast, self- and peer evaluations are viewed
with more skepticism, especially for individual assessment, where
concerns about reliability and subjectivity are more salient. Finally,
external stakeholder evaluations remain the least utilized in both
contexts. Overall, these findings suggest that capstone assessment
practices lean heavily on instructor judgment, with limited reliance
on alternative approaches.

6.1.6 Limitations and Challenges. Responses to the open-ended
question about limitations of peer evaluations highlighted several
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recurring concerns. Instructors noted that the quality of peer re-
views was inconsistent, with students often awarding uniformly
high marks regardless of actual performance. Some respondents
observed that students could ‘game the system’ by informally agree-
ing to rate one another positively. Others emphasized that students
were reluctant to ‘throw their peers under the bus,’ which con-
tributed to inflated scores and limited the ability of peer evalua-
tions to capture meaningful differences in individual contributions.
Overall, these responses suggest that peer evaluations are often
perceived as subjective and unreliable.

In response to the open-ended question, ‘What limitations have
you experienced in using external stakeholder evaluation for assessing
individual and/or team contributions?’, several themes emerged. Re-
spondents noted that feedback from stakeholders was often highly
variable, sometimes vague, delayed, or incomplete, and frequently
focused on the team as a whole rather than individual contributions.
Concerns were also raised about stakeholders’ limited ability to
judge technical difficulty or student learning outcomes, with some
tending to compare student teams to professional teams. In many
cases, stakeholders were only involved in an advisory capacity, en-
gaged late in the process, or not used at all, which further reduced
their effectiveness in evaluation. Finally, respondents emphasized
that because capstone courses are primarily learning experiences,
stakeholder satisfaction does not always align with the educational
goals of teamwork and skill development. Collectively, these obser-
vations underscore both the value of stakeholder perspectives and
the challenges of relying on them as a central assessment tool.

When asked about the key challenges in assessing team-based
projects, instructors identified several recurring difficulties as shown
in Figure 4. The most common challenge was evaluating individual
contributions, reported by 16 respondents. A closely related issue,
noted by 15 participants, was the difficulty of allocating sufficient
time for thorough evaluation. Bias in peer evaluations was also a
concern, mentioned by nine respondents, while eight highlighted
conflict within teams as a challenge that complicates fair assess-
ment. Collectively, these findings underscore that distinguishing
individual effort within team contexts and managing the practical
and interpersonal complexities of group work remain the most
pressing challenges in capstone assessment.

Figure 4: Key challenges encountered when assessing cap-
stone projects

6.1.7 Use of Generative AI in Capstone Projects. Instructors re-
ported varying levels of exposure to generative AI tools during
the capstone process. Most had encountered their use at least oc-
casionally (11 occasionally, 5 extensively), while only a few were
unsure (3) or had not encountered them at all (3). This suggests that
generative AI is already present in many projects, though often in
limited ways.

When asked about the impact of generative AI on the overall
quality of capstone projects, responses were mixed and largely neu-
tral. Figure 5 presents the responses. Eleven respondents selected
the neutral option, while smaller numbers (6 responses) perceived
either negative impacts or positive impacts (5). Overall, instruc-
tors expressed ambivalence, with no clear consensus on whether
generative AI improves or undermines project quality.

Institutional policies on the use of generative AI were reported
as uneven. While 12 instructors indicated that their institutions had
clearly stated policies, 9 described policies as somewhat unclear,
and only one reported the absence of any policy. This suggests
that although guidance exists in many contexts, its clarity and
consistency vary significantly.

In terms of assessment practices, about half of the instructors
had begun adjusting their rubrics or methods in response to gen-
erative AI. Nine reported slight adjustments, and three significant
adjustments, while others indicated no changes—seven with no
plans to adjust, and three planning to do so in the future. These
responses suggest an uneven but emerging adaptation to account
for generative AI in assessment design.

Finally, most instructors reported that they do not currently
check for AI-generated content in student submissions (13). Among
those who do, six rely on manual checks, such as identifying style
inconsistencies, while three allow generative AI use, provided that
it is disclosed by students. Together, these findings highlight that
although generative AI is present in capstone contexts, its impact
on assessment practices is still evolving. Instructors remain divided
in their perceptions of its influence on quality, and institutional and
pedagogical responses are still developing.

Figure 5: GenAI effect on capstone project quality
The distribution of responses indicates mixed perceptions. Half

of the participants selected the neutral option, suggesting uncer-
tainty or ambivalence about the role of generative AI. At the same
time, a considerable proportion expressed skepticism, with 14% dis-
agreeing and another 14% strongly disagreeing that generative AI
improves quality. By contrast, 14% agreed and 9% strongly agreed,
indicating that a minority view generative AI as positively im-
pacting capstone project quality. Overall, these findings reflect a
wide range of perspectives, with responses clustered at the neutral
midpoint, underscoring the contested nature of generative AI’s
influence on student project outcomes.
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6.1.8 Proposed Strategies to Address Challenges. When askedwhich
strategies could most effectively address the challenges of assess-
ing team-based projects, participants identified several key themes
(Table 7). The most frequently endorsed strategy was integrating
self- and peer-assessment components with proper calibration (14
responses), suggesting that many instructors see value in structured
mechanisms for capturing individual contributions within teams.
Incorporating regular formative assessments and iterative feedback
sessions (12) and leveraging digital tools to track individual con-
tributions (11) were also viewed as important, reflecting a desire
for more continuous and data-driven insights into team dynamics.
Other strategies included providing training sessions for students
and instructors on AI ethics and usage (10), developing detailed
and flexible rubrics (8), and allocating additional resources such
as grading or design support (7). Together, these responses indi-
cate a preference for multifaceted solutions that combine calibrated
peer input, ongoing formative feedback, technological support, and
enhanced instructional resources to strengthen the assessment of
team-based projects.

Table 7: Suggested Improvements for Capstone Assessment

Suggestion Frequency
Integrating self- and peer-assessment com-
ponents with proper calibration

14

Incorporating regular formative assess-
ments and iterative feedback sessions

12

Leveraging digital tools to track individual
contributions within teams

11

Training sessions for students and instruc-
tors on AI ethics and usage

10

Developing and implementing more de-
tailed, dynamic rubrics

8

Allocation of more resources (grading sup-
port, design support, etc.)

7

6.1.9 Critical Factors in Implementing New Assessment Strategies.
Figure 6 presents responses to the question, ‘What are the most
critical factors to consider when implementing new assessment strate-
gies in your courses?’. The two most frequently cited considerations
were time and resource availability and alignment with learning
outcomes, each selected by 17 participants. Scalability was also seen
as important, highlighted by 12 respondents. Fewer participants
pointed to transparency (8) and student acceptance and training (7),
though these were still noted as relevant. Overall, the findings sug-
gest that while logistical constraints and alignment with curricular
goals are viewed as paramount, issues of scalability, clarity, and
student buy-in also play a role in shaping the successful adoption
of new assessment strategies.

6.1.10 Insights from theQuantitative Analysis. Having presented
the results of our quantitative data collection from 22 instructors,
we now summarize the insights gained from their survey responses.
The responses highlight a consistent reliance on instructor evalua-
tion as the dominant basis for grading in capstone courses, com-
plemented by a mix of formative and summative approaches and a

Figure 6: Critical factors to consider when implementing new
assessment strategies

variety of deliverables. While some alternative methods, such as
peer, self-, and stakeholder assessments, are present, their role ap-
pears more limited and contested. To better understand the reasons
behind these patterns and to capture richer insights into the chal-
lenges and practices of assessment, we next turn to the qualitative
findings from instructor interviews.

6.2 Instructors’ Qualitative Responses
We initially conducted interviewswith 14 instructors, but ultimately
based our analysis on 13 of them, as shown in Table 8. One instruc-
tor (INST5) was excluded because she declined to answer many of
the assessment-related questions, and her interview was therefore
limited in scope. She also expressed concerns about sharing her
practices due to potential conflicts with her own plans for pub-
lication. To maintain the integrity of our coding and identifiers,
we retained the original numbering, leaving INST5 omitted while
continuing the sequence up to INST14.

Table 8: Demographics of instructor interviewees

Participant
ID

Gender Continent Years Teaching
Capstone

INST1 Male Europe 1 - 3 years
INST2 Male Europe 1 - 3 years
INST3 Male Europe 1 - 3 years
INST4 Male Europe 1 - 3 years
INST6 Male North America 7-10 years
INST7 Female Europe 1-3 years
INST8 Male Europe 1-3 years
INST9 Female Europe 1-4 years
INST10 Female Europe 20 years
INST11 Male Europe 2 years
INST12 Male Europe 5 years
INST13 Male Europe 16 years
INST14 Male Europe 6 years
The thematic analyses of the fourteen in-depth interviews with

instructors resulted in four main themes:
Instructor Background: The professional background of the in-

structors varied quite vastly, not only with respect to their

289



ITiCSE-WGR 2025, June 27-July 2, 2025, Nijmegen, Netherlands Sara Hooshangi et al.

experience with running and assessing capstone project
courses, but also with respect to the roles assumed. Moreover,
participants varied with respect to howmuch they interacted
with external stakeholders.

Assessment Methods: Core to the interviews was the set of state-
ments related to what was assessed and how. Participants
discussed not only their own choices and preferences but
also the extent to which external stakeholders influenced
assessment practices.

Instructor Challenges: Reflecting on challenges in their capstone
projects, instructors commented on team dynamics, peer
evaluation, and the need to balance individual and team
contributions. They also noted issues with non-contributing
students.

Evolution of the Assessment methods: The statements in this
theme were reflections on how assessment methods and
rubrics used for them had evolved over multiple course offer-
ings. This theme differed from the above theme “Assessment
Methods” in that the statements were reflective and not de-
scriptive.

More details regarding the different facets of statements assigned
to these themes will be discussed in the following subsections. We
provide illustrative quotes from individual interviews for some
topics, to give anecdotal examples of the issues discussed.

6.2.1 Instructor Background.

Instructor Experience. Instructors in our interview set possessed
a wide range of experiences in teaching and assessing capstone
project courses, with involvement ranging from as little as two
years to over two decades. Some instructors said that they oversee
more than 50 projects annually and also manage large teams of
supervisors, while others have been in capstone project courses in
different institutions across different countries.

Roles and Responsibilities. Capstone instructors serve in multiple
capacities – as coordinators, supervisors, mentors, and examiners,
balancing course-level oversight with team-level support. At the
course level, they manage timelines, team formation, stakeholder
engagement, deliverable reviews, and the consistency and fair-
ness of assessment. At the team level, they guide projects through
regular meetings and feedback, monitor team dynamics, address
conflicts, and evaluate both technical outputs and soft skills such
as collaboration, professionalism, and communication.

Engagement with External Stakeholders. Capstone courses fre-
quently involve external stakeholders as project clients, who pro-
pose real-world projects and provide feedback to students. For
example, one instructor, INST4, reported collaboration with 46 or-
ganizations and over 230 industry partners over the past five years.

External stakeholders typically present project proposals, of-
fer regular feedback on project progress, and comment on final
demonstrations. Communication between students and stakehold-
ers varies: in some courses, instructors serve as the main liaison,
while in others, students interact directly with the stakeholders,
who act as clients for the projects. Some courses host public exhibi-
tions for external stakeholder-student interaction. In some courses,
these were paused during the pandemic and have not resumed.

6.2.2 Assessment Methods.

What is assessed? Interviewees identified a range of assessed
artifacts, including sprint logs, written reports (mid-term or final),
video demonstrations, oral presentations, and code repositories.
Beyond these outputs, instructors emphasized evaluating both tech-
nical skills, such as implementation, testing, and documentation,
and non-technical skills, including teamwork, communication, reli-
ability, and professionalism.

This balance reflects the importance of not only what students
produce but also how they collaborate and behave in a profes-
sional context, with teamwork and professionalism consistently
highlighted as central assessment criteria.

It’s both the technical deliverables and the soft skills, i.e., com-
munication, teamwork, reliability. The final grade reflects their
professional conduct as much as their code or designs. [INST12]

Learning outcomes include behaving in a professional manner,
contributing to teamwork, and delivering the committed func-
tionality. Both technical contributions and behavioral aspects are
considered. [INST11]

Who assesses? The main instructor of the course holds primary
responsibility for assessment. Supervisors, who meet with student
teams throughout the course, also play a significant role in eval-
uating student work. Stakeholders are sometimes involved in as-
sessment, typically providing structured or unstructured feedback
rather than formal grading.

Primary assessors are course instructors/mentors. External clients
provide feedback but do not directly assign grades. Peer evaluations
are used as formative input but not for grading. [INST13]

In some cases, a third person, someone not involved with the
course during the semester, acts as an assessor to ensure fairness
and facilitate open communication between the supervisor and
student teams. In such cases, the supervisor does not participate di-
rectly in the assessment. Instead, external assessors and the project
coordinator assign the final grade after discussions.

Examiner assesses final grade... Mentors keep roll call and logs,
read weekly reports, and identify issues. Customers can provide
input, but usually have limited individual insight... [INST11]

Grade Distribution. Grade distribution was generally divided into
two main categories – individual versus team grade distribution,
and product versus process grade distribution. In most cases, product-
focused grading resulted in a team mark, while individual grades,
when assigned, were typically based on individual reflection reports
or assessed competencies.

It is 40% (product), 40% (process), 20% (reflection), and I think it is
fair ... They need to focus on both process and product. And then
they need to have a good percentage of thinking about both in the
reflection phase. [INST9]
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In some courses, all teammembers received the same grade, with
no individual assessment, often due to challenges in identifying in-
dividual contributions or the complexity of implementing a strategy
to assign individual grades.

External Stakeholder Influence on Grades. Instructor responses
revealed varying levels of stakeholder involvement in grading. Some
instructors excluded stakeholders entirely, arguing that their lack
of teaching background and the diversity of projects made fair
grading difficult. In other cases, stakeholders provided structured
or informal feedback that informed instructors’ assessment but did
not directly contribute to grades.

Stakeholder involvement in grading is dangerous: no teaching
background, different projects need different assessments, and
fairness is not ensured. [INST10]

In some programs, university policy explicitly prohibited stake-
holder involvement in grading.

They can give their views, but university regulations wouldn’t
allow externals to set marks. [INST4]

Use of Rubrics. The use of rubrics varied significantly across
interviewees. Some found them difficult to implement and preferred
to keep them abstract, while others did not use them at all. Overall,
there was a shared sense that some form of guideline is helpful,
but the extent and specificity of rubric use differed widely. This
variation reflects the underlying heterogeneity of capstone courses

So there are some common criteria that you can apply to any
project, but then if you go more into the specifics of a software
project... it can be very different from one project to the other, so,
some criteria might be very important for one type of project... and
may not even be relevant for another project ... depending on what
the customer proposes and what type of work is required from the
group. So the ... rubric/evaluation criteria is abstract. They are
more like high-level in a way that they can cover the common
aspects of this project. [INST9]

Interviewees also discussed who designed or ‘owned’ the rubrics.
In some cases, the rubric was inherited from earlier iterations of
the course and gradually modified, while in others it had been fully
redesigned by the lead instructor with input from departmental
colleagues. In a few cases, the rubric was reshaped or restructured
on an annual basis by incorporating feedback from supervisors and
staff involved in assessment. As one instructor explained,

What I did is actually a study of all the feedback that came in the
years before me, and tried to integrate some of that. So it captures
the different aspects that different people are looking for. [INST4]

Main Takeaways (Assessment Methods). Assessment in capstone
projects is multifaceted, including the assessment of code, reports,
logs, and oral presentations. While the formal responsibility for the
assessment lies with with main instructor who may delegate this
to neutral third parties, external stakeholders can provide feedback
and contribute to the final grading. There is neither a one-size-
fits-all method for determining a grade based on both individual
contributions and team performance nor an agreement on whether
or to which extent rely on rubrics.

6.2.3 Instructor Challenges. Our interviews revealed key challenges
in assessing capstone projects, including balancing individual and
group contributions, preventing unfair peer targeting, recognizing
both leadership and supporting roles, calibrating self- and peer
evaluations to avoid misuse, and managing fatigue from overly
frequent assessments.

Balancing Individual vs team contributions. Interviewees reported
multiple strategies to balance individual and team contributions
within project-based work. A prominent approach was using ag-
ile methods, including short sprint cycles, regular stand-ups or
progress meetings, and version control tracking. For example, story
point graphs and commit histories allowed instructors to monitor
engagement without excessive intervention.

I do weekly check and meetings with all the teams and over time
it becomes clear to me if someone is not doing enough or too
much. [INST6]

Instructors promoted equitable participation by encouraging
teams to self-organize, rotate leadership, and match tasks to skills.
In cases of imbalance, instructors could adjust individual grades,
with decisions supported by documentation or team feedback.

Instructors also emphasized balancing autonomy with oversight.
While student ownership was seen as vital, safeguards such as
early warning systems, milestone reviews, and transparent grading
policies were used to prevent unfairness and disengagement.

A student could do quite poorly in terms of their individual con-
tribution, but could be greatly uplifted if the team performed
very well as a whole, or vice versa. It was really important that
the supervisors were able to look at those individual contribution
marks and nudge them upwards or downwards, depending on
their observations of individual performance. [INST3]

It’s not just assessment, it’s not just scaling of marks based on
contribution. It’s also what you do proactively to make sure that
those teams work well and function well. [INST4]

Impact of assessment on team dynamics. Assessment was re-
ported to shape team dynamics in both positive and negative ways.
Grading based on contributions was described as a positive influ-
ence, promoting accountability, discouraging passive behavior, and
encouraging timely engagement.

The same grade policy enforces students to stay silent even in case
of uneven workload or any conflict. [INST7]

Formative practices such as interim assessments, self-reflection
activities, and peer feedback opportunities were also seen to sup-
port introspection and behavioral adjustment among students. On
the other hand, some assessment approaches generated tension in
teams. For instance, peer reporting of non-contribution sometimes
led to emotional fallout and fractured relationships.

When peer feedback is too blunt, it can create tension — some
students stop communicating. We’re trying to make feedback more
constructive to avoid breaking trust. [INST12]
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Reported students often felt targeted or unfairly judged, espe-
cially when peer feedback lacked mentoring support. Instructors
noted that assessment structures can intensify team conflicts, par-
ticularly when coupled with tight deadlines, unclear task depen-
dencies, or ambiguous role expectations.

Report-based assessment leads to poor team dynamics... reported
students feel betrayed or attacked. Negative consequences for co-
hesion – students may withdraw or become cold. [INST11]

While some instructors believed that grading schemes moder-
ately affected team dynamics, others observed more direct correla-
tions. The presence or absence of individual grading, the visibility of
contributions, and the degree of instructor involvement all shaped
group behavior. Finally, team dynamics were influenced by both
formal structures and informal social processes, including peer
pressure, trust, and communication styles.

Although the general idea is for the whole group to get the same
grade for the task, I reserve the right of changing this depending
on the group, the individual efforts contributing to that assign-
ment. [INST6]

Interpreting Peer Evaluation. Peer evaluation emerged as a prac-
tice used with caution and typically served as a formative tool
rather than a grading mechanism. In courses where peer evaluation
was implemented, students reviewed their teammates’ work using
predefined criteria and were asked to offer constructive feedback.
This feedback process often continued periodically for the entire
course, starting early in the project and continuing to the final sub-
mission. Students were also encouraged to reflect on the feedback
they received. This could be done by developing actionable goals
or flagging perceived bias or inaccurate input. Instructors drew on
these evaluations to inform their judgments but rarely incorporated
them directly into grading.

We’ve tested peer evaluation forms, they’re anonymous and focus
on specific behaviors, not personalities. Right now, they inform
my judgment but aren’t used as a direct grading factor. [INST12]

Supervisors often triangulated peer input with additional evi-
dence, such as version control histories, communication logs, or
mentor observations, to validate claims about individual contribu-
tions. Several instructors emphasized that peer assessments some-
times reflected underlying interpersonal tensions within teams,
making it essential for educators to interpret such data within the
broader context of team dynamics.

[It] creates some complex social dynamics because I think the stu-
dents sometimes believe or perceive that they are marking each
other. This is not accurate in the sense that the quote-on-quote
scores from that peer review process only inform the individual con-
tribution mark and the supervisor’s academic judgment. [INST3]

Despite these efforts, the reliability and fairness of peer eval-
uation remained a concern. Many instructors noted that limited
visibility into other teammates’ work could affect peer review data,
leading to over- and underestimating contributions. Moreover, the
quality of peer feedback varied significantly. Students sometimes
wrote vague or overly critical comments, while others flooded the

system with dense feedback, potentially skewing perceptions. A
recurring challenge was the “tit-for-tat” dynamic, where students
reciprocated low or high ratings based on personal alliances rather
than actual performance.

They would overestimate or underestimate how the person had
performed. Theymight leave the scoring process till the last minute,
and as a result, give very shallow or sparse feedback, or some
of them might take it super seriously and might give a ton of
feedback. [INST3]

In some institutions, 360-degree evaluation models were tested,
combining peer feedback with supervisor judgments to assign indi-
vidual marks. However, the consensus remained that peer evalua-
tion, when used summatively, should be approached carefully due
to its susceptibility to social dynamics and uneven interpretation.
As a result, many instructors chose to keep peer assessment as a
non-graded component or used it sparingly, e.g., for mid-semester
feedback only.

In some cases, instructors only experimented with peer assess-
ment to discontinue it due to concerns about fairness, student
dissatisfaction, and the administrative burden it placed on students
and educators. In other implementations, peer evaluation was avail-
able as an optional diagnostic tool or reserved for instructor review
only, without student-to-student scoring.

Because of the nature of the peer assessment, we don’t want stu-
dents kind of brigading on an individual, therefore it is used by the
supervisor to determine the grade based on their judgment, which
includes reviewing things like version control and engagement
with the team communication platforms . [INST1]

While peer evaluation was seen as valuable for supporting team
accountability and identifying participation issues, it was not widely
adopted as a core assessment mechanism. Instead, it was more
commonly positioned as a supplementary input, best used to trigger
mentor intervention or guide reflective dialogue rather than to
determine grades directly.

Addressing student concerns on fairness. Instructors expressed
concerns about managing students’ perceptions of fairness in cap-
stone assessments. They admitted that group grading often masks
differences in individual contributions, leading to dissatisfaction
among high-performing students.

The formal process of individual contribution marks that ended up
being pretty crucial to fairness. I think if we hadn’t had that, we
probably would have had significant dissatisfaction from students
about how we did things. [INST3]

To address this, they used tools like peer feedback, version con-
trol logs, and work-hour reports, and held mid-project reviews and
team meetings to assess group and individual contribution. Instruc-
tors (e.g., INST 4) emphasized that these trace-based indicators were
never used in isolation; instead, they were interpreted together with
supervisors’ qualitative observations, individual contribution re-
ports, and team communicationsmaintained throughout the project.
It was described as essential because no single source of evidence
was seen as sufficient for capturing the full range of student contri-
butions. In complex cases, instructors often call meetings with the

292



Evaluating Assessment Practices in Team-Based Computing Capstone Projects ITiCSE-WGR 2025, June 27-July 2, 2025, Nijmegen, Netherlands

students involved to mediate conflict, clarify expectations, discuss
strategies for more effective collaboration, encourage open commu-
nication within the team, reminding them of professional conduct
guidelines.

It is not just the peer review, it’s the supervisor opinions, Git reposi-
tories, individual report, meeting minutes that they maintain from
different meetings that they have throughout the year. There is a
lot of stuff that sit behind it. [INST4]

Despite these efforts, some students stayed silent about unfair
workloads, and conflicting team narratives complicated instructor
decisions. Institutional constraints sometimes led instructors to pass
low-contributing students to avoid appeals. Ultimately, fairness was
less a strict standard and more a negotiated balance of evidence,
team dynamics, and instructor judgment.

Handling non-contributing students. One of the major challenges
instructors face is identifying and addressing non-contributing stu-
dents in a way that does not disrupt group dynamics. Instructors
emphasized the importance of early identification, as patterns of
contribution often shift over the course of a project – some stu-
dents may become more engaged later, while others reduce their
involvement.
Mentors warn them first, then I have a formal conversation...If it
continues, they can fail before the course ends. [INST12]

To detect non-contribution, instructors employ multiple strate-
gies, such as monitoring weekly hours reported by students, review-
ing Git logs and story point graphs, and analyzing peer evaluations.
However, instructors also emphasized that these indicators needed
to be interpreted in context rather than taken at face value. As
INST1 noted earlier, supervisors routinely combine repository ac-
tivity with observations of students’ communication patterns and
team interactions, to form a more complete picture of participation.
Weekly meetings were also described as a crucial source of insight
by INST6, with instructors reporting that over time it becomes
evident who is engaging and who is struggling.

Students are also encouraged to report instances of unfair work-
load distribution, with instructors relying on their honesty to sur-
face issues. Multiple perspectives are often triangulated, drawing
on the views of external clients, faculty mentors, and peers to form
a more complete picture of each student’s involvement. Alongside
monitoring, many instructors promote empathy-based approaches
that encourage teams to check in on struggling peers and imple-
ment paired support strategies to assist less-experienced or vulner-
able students. When necessary, conflicts are mediated directly, and
persistent non-contribution may result in lower individual grades.
These practices reflect a balance between maintaining fairness,
preserving team cohesion, and supporting student growth.

I always encourage team members to ask whether the [non-
contributing] person is okay. By simply asking that question that
can make a huge difference...Occasionally there is indeed circum-
stances beyond their control that they cannot do anything about
that influences their participation. [INST4]

Main Takeaways (Instructor Challenges). Instructors noted chal-
lenges with providing motivation and fair feedback to participants

when individual contributions are hard to separate from team per-
formance. In general, a “same grade for all” policy was considered
to be less suitable than detailed, individual feedback. At times,
peer evaluation was found to be too direct, potentially unreliable,
and often negatively impacting team cohesion. As a consequence,
managing non-contributing students was considered to be the re-
sponsibility of the instructor but identifying such students was
found to be challenging. Instructors also emphasized that no single
source of evidence, e.g., logs or reported hours, was sufficient on
its own, making multiple inputs essential for evaluating individual
contribution.

6.2.4 Evolution of the Assessment Methods.

Rubric Evolution. In most cases, instructors reported that their
rubrics have not changed substantially over time. If the rubrics
do evolve, changes are based on the instructor’s reflections and
student feedback.
We’re slowly building a proper rubric with clearer contribution
criteria. We want to define what counts as ‘meaningful’ work in a
way that’s transparent. [INST12]

I was always editing them [rubric criteria], changing them based
on observations and feedback from staffs and students. [INST3]

Sometimes changes are introduced to include more structure to
the assessment process, as well as changes in the percentage of
marks.
Currently moving towards more contribution analysis... want to
define ‘meaningful contribution’ and make it verifiable. [INST11]

Other changes in assessment strategies. Several shifts have been
introduced over time to adapt to evolving contexts. These include
altering the weightings of marks, developing more structured mark-
ing schemes, and incorporating interim peer assessments as proac-
tive measures to identify contribution issues earlier. Instructors also
reported the necessity of cross-referencing individual and group
reports with peer evaluations, as well as moderating across all
deliverables to ensure fairness and consistency.

We have also put more focus on code quality. Because at a certain
point, we experience that the students were putting too much focus
on the report rather than on what they actually developed.[INST10]

External pressures have also shaped assessment strategies in
capstone courses. Instructors identified that the rapid evolution
of technology requires updates to assessment design, while the
COVID-19 pandemic forced many institutions to move final show-
cases online, creating new challenges for evaluating both technical
artifacts and presentation skills.

I am keeping the same major components, but some assignments
have been changed. It’s probably connected to the technologies
some groups are using. The agile field also changes, so I get to
change some of the requirements of the projects. [INST6]

Main Takeaways (Evolution of the Assessment Methods). Instruc-
tors were found to strive to improve the fairness, transparency,
and reliability of their assessment methods to address the students’
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concerns and expectations. Instructors emphasized, however, that
such changes may also bring unintended consequences.

7 Students’ Perspectives
This section presents insights from students gathered through both
the online survey and in-depth interviews. As with the instructor
data, we report our findings separately: the survey results provide
breadth by capturing perspectives from a larger group of students,
while the interviews offer depth by highlighting individual experi-
ences. The qualitative findings are further organized around themes
that emerged from the thematic analysis of the interview data. To-
gether, these complementary perspectives provide a holistic view
of how students experience and interpret capstone assessments.

Aswith the instructor perspectives, we provide illustrative quotes
from individual interviews.

7.1 Students’ Quantitative Responses
7.1.1 Students and Course Background. An online survey was used
to collect responses from 44 students. Most reported taking cap-
stone courses at the bachelor’s level (34), with some at the master’s
level (9) and only one at the associate level. Team sizes varied,
though the most common arrangement was six members (17 stu-
dents), followed by teams larger than six (10). Smaller teams of 3–5
were less frequent. When asked about team formation, the major-
ity indicated their teams were self-chosen (31), while fewer noted
instructor-assigned teams (6). A small number described other ap-
proaches, including random assignment (1), forming groups with
prior acquaintances (1), or selecting teammates based on shared
project interests (1).

7.1.2 Assessment Components. Assessment components are those
aspects of the course that relate to measuring attainment and pro-
viding feedback. Students were asked to identify the types of de-
liverables required to assess their capstone courses. As shown in
Table 9, nearly all respondents reported oral presentations (98%),
completed project builds (93%), written reports (86%), and project
demonstrations (84%) as common deliverables. Reflection essays
or journals (64%) and progress logs (57%) were also frequently
mentioned, though less consistently required. A small number of
students (7%) noted other deliverables such as peer feedback or
peer reviews. These results suggest that while traditional deliver-
ables such as reports, presentations, and project outputs remain
central, reflective and process-oriented components are also widely
incorporated.

We also asked about the extent to which different assessment
types contributed to determining students’ final grades. Figure 7
presents the students’ perceptions. The results show a strong em-
phasis on instructor evaluation, which students consistently iden-
tified as having the most significant impact on their final grades.
In contrast, peer evaluation and self-assessment were viewed as
contributing only moderately, while external stakeholder feedback
was perceived as the least influential. These findings suggest align-
ment between instructors and students in recognizing the central
role of instructor evaluation, alongside more limited contributions
from peer-, self-, and stakeholder-based assessments.

When asked whether the assessment criteria for the capstone
project were clearly communicated and understood, most students

Table 9: Student-reported deliverables in capstone courses

Deliverable Frequency (%)
Oral presentations 43 (97.7%)
Completed project build/deliverable 41 (93.2%)
Written reports (e.g., documentation,
technical report)

38 (86.4%)

Project demonstrations (e.g., live demo,
walkthrough)

37 (84.1%)

Reflection essays or journals 28 (63.6%)
Progress meeting minutes or team logs 25 (56.8%)
Other (e.g., peer feedback, peer reviews) 3 (6.8%)

Figure 7: Students’ opinion on the degree by which an assess-
ment type contributed to determining students’ final grades.
Percentages may be 100% ± 1 due to rounding.

agreed. Twenty-one students strongly agreed, 16 agreed, while only
four chose neutral, and three strongly disagreed.

7.1.3 Satisfaction and Fairness. Students generally expressed high
levels of satisfaction with the feedback they received on their indi-
vidual contributions to the capstone project. Twenty-one students
reported being very satisfied and sixteen indicated they were satis-
fied. Only a small minority expressed neutrality (4) or dissatisfac-
tion (3). When asked whether the assessment process adequately
reflected their individual contributions, most students responded
affirmatively, with 33 answering “Yes” and 8 “Somewhat,” while
only 3 felt their contributions were not adequately captured.

Students also reported strong confidence in the fairness of in-
structor evaluations for judging overall team performance. Most
described instructor evaluation as fair or very fair, while only a
small minority expressed neutral or negative views. In addition,
students emphasized the importance of rubrics with clearly defined
criteria in evaluating capstone projects. The majority considered
rubrics to be very important, with only a few remaining neutral or
regarding them as less useful. Taken together, these results suggest
that students are largely satisfied with the fairness and clarity of
assessment practices, and place strong value on explicit rubrics to
guide evaluation

Students were also asked about the perceived fairness of different
methods for judging individual contributions in capstone projects
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Figure 8: Student perceptions of fairness for different meth-
ods of evaluating individual contributions. Percentages may
be 100% ± 1 due to rounding.

(Figure 8). Instructor evaluation was rated most favorably, with 36%
viewing it as fair and 32% as very fair, though 20% considered it
unfair and smaller proportions selected very unfair (7%) or N/A
(5%). Peer evaluation also received generally positive ratings, with
36% describing it as fair and 30% as very fair, while 16% considered
it unfair and 9% very unfair. In contrast, self-assessment was viewed
with greater skepticism: although 20% rated it fair and 16% very fair,
nearly one-third (32%) responded neutrally, and a combined 18%
judged it unfair or very unfair. Together, these findings suggest that
students tend to view instructor and peer evaluations as relatively
fair mechanisms for assessing individual contributions, while self-
assessment is regarded more cautiously and often with neutrality.

7.1.4 Use of Generative AI Tools . When asked about the incidental
use of generative AI tools during capstone projects, many students
indicated that such tools, particularly ChatGPT, were used at least
occasionally, while others reported no use or were uncertain. A
small group noted that their projects were explicitly focused on
generative AI, making the question not applicable. Among those
who had used these tools, disclosure practices varied: some stu-
dents were transparent with both instructors and teammates, while
others chose to share only within their team. However, a substan-
tial portion of students reported not using AI tools at all, making
disclosure irrelevant in their case.

Students’ responses also revealed uncertainty around institu-
tional expectations. While some reported that clear guidelines on
incidental AI use were in place, others described the policies as
vague or were unsure of what rules applied. Taken together, these
findings suggest that while generative AI is beginning to play a
role in capstone projects, its use remains uneven, and students per-
ceive a lack of clarity in institutional guidance on when and how
such tools can be appropriately used. These student perspectives
align with instructors’ own ambivalence reported in our survey and
interviews, where many expressed uncertainty about appropriate
boundaries for AI use and emphasized the need for clearer policies
and shared norms.

Students were asked whether they agreed with the statement
that the use of generative AI tools compromises the fairness and
integrity of capstone assessments as shown in Figure 9. Responses
were mixed, reflecting a diversity of perspectives. A significant
share of students disagreed, indicating skepticism about whether

AI use inherently undermines fairness, while about a third adopted a
neutral stance, suggesting uncertainty or ambivalence. At the same
time, more than a third of respondents agreed or strongly agreed
that generative AI poses risks to fairness and integrity in assessment.
These results highlight the contested nature of generative AI in the
capstone context, with students divided between concern, dismissal,
and uncertainty about its impact

Figure 9: GenAI effect on fairness and integrity of capstone
assessment.

7.1.5 Suggestions for Improving Capstone Assessment. When asked
which strategies could most effectively improve the evaluation
of team and individual contributions in capstone projects, stu-
dents highlighted several recurring themes (Table 10). The most
frequently endorsed approaches were incorporating regular forma-
tive feedback sessions (68%), clearer communication of assessment
criteria and expectations (57%), and the use of digital tools to track
individual contributions (55%). More than half also identified the
development of more detailed rubrics and guidelines (52%) as an
important improvement. Strategies mentioned by smaller but still
notable proportions included incorporating self-assessments and
reflective practices (32%) and enhancing peer evaluation with cali-
bration sessions (32%). A few students suggested other approaches,
such as clearer communication of stakeholder expectations, more
explicit success criteria, and more frequent in-class work sessions.
Taken together, these results suggest that students favor strategies
that enhance transparency, provide ongoing feedback, and leverage
tools to capture individual effort more effectively.

Table 10: Student-identified strategies to improve evaluation

Strategy Frequency (%)
Regular formative feedback sessions 30 (68.2%)
Clearer communication of assessment crite-
ria and expectations

25 (56.8%)

Use of digital tools to track individual con-
tributions

24 (54.5%)

More detailed rubrics and guidelines 23 (52.3%)
Incorporation of self-assessments and re-
flective practices

14 (31.8%)

Enhanced peer evaluation processes with
calibration sessions

14 (31.8%)

Other (e.g., stakeholder expectations, suc-
cess criteria, more in-class work sessions)

3 (6.8%)
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7.2 Students’ Qualitative Responses
Twelve students participated in the in-depth interviews (Table 11).
The analysis of interview transcripts was conducted thematically,
and in the following sections, we present the findings organized
around the key themes that emerged from this process. Students
recalled and described their understanding of the capstone practices
they experienced in their course. This typically focused on the work
they were doing for assessment and the structure of the course in
terms of activities and their interaction with supervisors. They also
reported on their perceptions of fairness when assessing individual
contributions.

Table 11: Demographics of student interview participants

Participant ID Gender Continent
STD1 Male Europe
STD2 Male Europe
STD3 Male Europe
STD4 NR Europe
STD5 NR Europe
STD6 NR Europe
STD7 NR Europe
STD8 NR Europe
STD9 Male Oceania
STD10 Female North America
STD11 Female Oceania
STD12 Male Oceania

The thematic analysis of the twelve in-depth interviews with
students resulted in three main themes:
Reflective Insights: Statements that were assigned to this theme

presented themselves as descriptive considerations of indi-
vidual and group experiences as well as of aspects of assess-
ment and supervision.

Suggested Improvements: Statements that were assigned to this
theme usually, but not always, were elicited by the inter-
viewers’ prompt to reflect upon what changes in the course
setting might help improving the educational experience.
Rather naturally, statements assigned to this theme pertained
to the course structure in general as well as to specific as-
pects of supervision, assessment, and feedback. At times,
such statements also were found as part of earlier parts of
the interviews, i.e., as afterthoughts to the descriptive con-
siderations mentioned above.

Advice for Incoming Students: Again, statements assigned to
this theme were found naturally in response to the corre-
sponding prompt. These statements covered strategic and
practical recommendations but, interestingly enough, also
address helpful mindsets for navigating the capstone course.

More details regarding the different facets of statements assigned
to these themes will be discussed in the following subsections.

7.2.1 Reflective Insights. Students were deeply introspective as
they reflected on their capstone experiences.We initially considered
various sub-themes related to sentiment, such as challenges and
commendations, or to the matters arising, such as transparency,

fairness, and so on. Still, we decided to use a structure based on
different aspects of the course structure (e.g., assessment, feedback,
supervision, etc.) for ease of locating where and what students were
discussing.

Engagement with Stakeholders. The projects that the students
described varied considerably in terms of their engagement with
stakeholders and whether or not they had set requirements. Most
students reported having an internal stakeholder, an external in-
dustry stakeholder, or a target market, with corresponding foci on
what they had been set to do. Typically, students working with
internal stakeholders worked on research-related projects, but a
few students reported having no stakeholder and instead worked
on a project of their choosing.

Available Resources and Tools. Students typically discussed re-
sources in terms of what their supervisor was able to do or secure
for them and the toolsets they typically used to execute their project.
These included things like task boards, communication apps, social
media, versioning, and continuous deployment systems, develop-
ment environments, engines, or other frameworks. These tended
to vary across the courses and institutions in which the students
were based.

Assessment. Student reflections of assessment can broadly be
categorized around three themes. The first was transparency, partic-
ularly relating to the clarity of the assessed task and the assessment
criteria. The second concerned differences in perceptions of the pro-
cess, expressed with both positive and negative sentiment. Finally,
students highlighted factors they felt influenced their grades—such
as assessor bias and the extent to which individual contributions
were accurately recognized.

Assessment: Transparency. Students expressed the importance
of clarity in the way information is conveyed to them, alongside a
desire to understand how theywill be assessed. Some of the students
expressed concern about their comprehension of assessment goals,
processes, and outcomes, with the potential implications being
undeserved grades. Rubrics were addressed in all interviews, be it
for their perceived benefits or for the stress induced by uncertainties
about grading processes for which no rubrics were present:

So we knew from the start exactly howwe would be assessed.[STD6]

So there were a lot of components in there that we just didn’t know
and so the challenge for me was, I just wanted to get a good grade
and I just didn’t know what I had to do, I just did as much as I
could. [STD4]

Assessment: Perception. Perception of assessment varies, with
many acknowledging varying degrees of fairness and varying sen-
timent towards the overall process. Timeliness of feedback is a
particularly prominent sub-theme, as were various attitudes to-
wards peer evaluation—including the reluctance of many students
to give critical feedback or mark their peers. This was the case both
in settings in which peer review was a mandatory component of
grading and in settings in which assessors offered the students the
opportunity to volunteer anonymous peer feedback:
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And so I feel that the peer review contributed heavily to it. Whilst
this wasn’t a problem in my team, I worry that it may be exploited
elsewhere. [STD1]

I explicitly didn’t use this [opportunity to give anonymous feed-
back on my peers’ performance] because I would have found it
very unsolidary (sic) even if someone had stood out negatively and
somehow a bit too much applied game theory for my liking.[STD6]

Assessment: Influences. Various aspects of assessor consistency
and impartiality were explored, particularly with respect to the
different perspectives they could offer. A few students mentioned
that matchmaking was important to ensure appropriate expertise
was being used throughout the assessment process. There was
recognition of the time it takes to assess work rigorously, and that
shorter times might undermine the assessment.

I think the demo day, however, was a bit short. Because the people
playtesting it were only played for 15 minutes and the game was
about 45. [STD1]

In other cases, students reported that assessors were not present
regularly and that may have skewed the assessment:

I worry that the supervisor doesn’t have I guess a full image of the
actual going ons in the project. [STD1]

[They] weren’t really there to see how much everyone took part
in the joint discussions and ideas that went into the project. And
I think that led to a few misunderstandings and some unfair
assessments. [STD5]

Assessment: Recognizing Contributions. Students were concerned
about how intangible contributions are recognized, particularly
work like managing version control, continuous integration, lead-
ership, project management, and so on.

Actually getting it all to work. That was mainly me. Who did that.
And I felt like the actual integration process and the importance,
that that was maybe overlooked. [STD2]

A recurring themewas the importance of not to overlook “hidden
contributions” that may not have explicit correspondences in the
grading scheme:

At the very beginning, it got lost a bit that I did a lot of organizing
and that’s just not included in the evaluation process, that you
need a person who is a bit of a mom, so to speak, who organizes
everything. [STD7]

Some students advocate for tools as a lens to understand individ-
ual contributions to a project. It is often challenging to assess the
wide range of roles that students might undertake during a project,
and some suspect that it is challenging to reliably quantify their
contributions:
Did they do badly? Do they good? It’s very quantitative, very.
Like, give me a number that’s representative of something when
in reality. [STD3]

Development Process. Students reflected considerably on their
development process, with two key areas emerging as particular
sub-themes, team productivity and navigating the openness of the
capstone projects. One student also mentioned the tension in man-
aging stakeholder needs. Various topics emerged, including criti-
cisms of the agile approach to software development, the need to
forge one’s own path, learning by doing, enjoying the development
work/process, and managing scope and risks.

Feedback. Students mentioned the respective ease of understand-
ing their feedback, the frequency and volume of their feedback (and
in particular formative feedback), the importance of explaining feed-
back and providing reassurance, as well as proactively engaging
with staff and stakeholders to get feedback.

Notably, students explicitly sought feedback coupled with oppor-
tunities for improvement and were concerned about (peer) feedback
not being critical enough:

Yes, especially with the oral grade, because it came up once in
between, I knew that if I wanted a better grade, I would have to
make more of an effort. [STD7]

I think those methods are overall good, but I do notice a trend
where there were a lot of team members not really being critical
enough of each other, so they’d pretty much give everyone high
grades. [STD1]

Preparedness. Students mentioned the expectation of the cap-
stone, including its novelty and the sense of taking responsibility
for a project. They also related this to their prior experience, which
was often minor or insignificant. One participant noted that their
internship was quite different to their capstone:

I would say the closest that I ever did was the software internship,
which didn’t even begin to address the requirements of the capstone
project. [STD5]

Group Dynamic. Students often commented on the dynamic of
the group they were a member of. This frequently reflected the role
they assumed, whether as a programmer, designer, project manager,
or someone who led the project as a vision holder. The diversity
and fluidity of these roles are something they surfaced, but often
highlighted pressures to adapt due to the evolving dynamic of the
group, especially with respect to disengagement and free-riding.

I’ve got three people who can’t do anything and they’re going to
mess up my grade or something. [STD4]

Trust and conflict were also mentioned, with the influence of
pre-existing friendships and friendship groups complicating inter-
personal exchanges.

With team dynamic, it can sometimes be hard when you are in
a project with friends. [. . . ] Because of how the structure is of it
being an undergraduate degree and not quite the same as a job
[. . . ] so significant people have different ideas about how much
effort they wanna put in. So sometimes it’s hard to keep the peace
and so. [STD2]
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Project Management with the Team. Students discussed getting
organized, including the challenges of hybrid and remote work,
coordinating schedules, the challenge in structuring work to ensure
tasks were commenced early enough, and the various obstacles
which interferedwith their ability to plan effectively and set realistic
goals for the team.

Supervision. In general, the reflections about supervision were
positive, with comments about how they often discussed issues and
milestones with them and how helpful supervisors were.

But I also have to say that the people were always there to give us
feedback. [STD4]

Though, some students disclosed how they sometimes found it
difficult to disclose problems and that they were reluctant to use
staff’s time.
So a professor has much more important tasks than taking part
in conversations between students who have no idea about a
project. [STD5]

Tool Use. Some of the students commented on the way they and
their group used tools. Many related their tool use to those of other
teams, highlighting how they can vary by size and culture of team.
They also noted how groups sometimes struggled to use tools.

Use of Generative Artificial Intelligence. Many students reported
that they did not use generative artificial intelligence (GAI), but
they recognized the potential benefits of the technology. Often,
the potential contributions to the design and planning stage were
mentioned as were its ability to help level the playing field with
aspects of interpersonal communication.

especially with robotics, one of the biggest things is merging a
bunch of ideas that may already be pretty well advanced, so using
generative AI can sometimes skip some steps. So I do see why
people would want to do that. [STD2]

For example, I see advantages in the fact that in both capstone
projects I also worked with people who clearly had problems for-
mulating things in [language] or in general. [STD6]

They did, however, draw attention to many risks. These included
obscuring authorship and other complications relating to intellec-
tual property.

The disadvantage, on the other hand, is that it’s not exactly clear
which person did what, because each person always has their own
style of writing. [STD7]

They also included reflections on what might constitute cheat-
ing or otherwise give an appearance of improper contribution to
a project. Some students were skeptical of the ability of GAI to
accomplish difficult tasks.

Because we both worked very closely with research, for exam-
ple, on some concepts or something that had just been published
by the working groups or hadn’t even been published yet and
were therefore outside the scope of what any language models
knew. [STD6]

A few students mentioned that they were opposed to the use of
the technology for creative tasks.

I don’t really think there’s much [of] a place in an academic setting
when you’re trying to learn how to do things yourself to get an AI
to do things. [STD1]

Even one step in that direction risks kind of losing what actually
makes these things meaningful and beautiful. [STD3]

Main Takeaways (Reflective Insights). Rather unsurprisingly given
the theme of the interviews, a focus of the reflections was on trans-
parency and perceived fairness of the assessments. Students also
noted possible biases by instructors not having the full picture of the
team dynamics and by the skewed visibility of individual contribu-
tions. Some students advocated the use of tools to be able to better
document individual contributions, while the use of generative AI
tools was considered to have both benefits and drawbacks.

7.2.2 Suggested Improvements. Students offered several sugges-
tions on how to improve the capstone experience and address some
of the challenges they experienced. Many of these focused on as-
sessment and feedback, course structure, and supervision.

Assessment. Students called for assessment practices that were
more transparent, scaffolded, and inclusive. They wanted clearer
criteria and marking processes, with opportunities for staged feed-
back rather than reliance on high-stakes final submissions. A key
concern was recognition of both visible outputs (e.g., code, reports)
and less tangible contributions such as leadership or conflict man-
agement. Some suggested a “trust but verify” approach, where
peer or self-reports are complemented by monitoring tools to en-
sure fairness without excessive oversight. Others recommended
assessing collaboration explicitly as a learning outcome and giving
students a limited choice in how individual and group marks are
weighted. Overall, students emphasized fairness, recognition, and
accountability in assessment.

[The assessor] like sat in and just silently watched us do our
retrospective and I would personally think would prefer that to be
a basis of marking. [STD3]

So it would be nice if there was some kind of scheme on how to
do it, to say, here, please make a protocol, maybe with guidelines,
not concrete guidelines, but a pattern, so that it somehow looks
like you all somehow record something and that it is the same
for everyone and that everyone has to agree to it, [so] that it is
openly visible to everyone and, yes, if it is officially specified, that
you also have the guarantee that [. . . ] your own performance is
appreciated, but also the group performance and that everyone is
[. . . ] hopefully graded fairly or something. [STD4]

Course Structure. Students suggested several improvements. Scaf-
folding of the course could be revised to guide the inexperienced
and encourage, and facilitate, earlier writing-up. Project oppor-
tunities could more closely involve beneficiaries. Teams could be
built on a stronger foundation, around ideas or selected by staff
earlier in the course. Finally, scheduling could be improved by being

298



Evaluating Assessment Practices in Team-Based Computing Capstone Projects ITiCSE-WGR 2025, June 27-July 2, 2025, Nijmegen, Netherlands

more flexible with team progress and adding more opportunities
for contact with supervisors.

There should be some time aside, because most of the time the spec,
the capstone project, and the deadlines just demand work. They
demand something to be done, something to be made. It’s kind of
impossible to stop doing that, and it takes purposeful intent to put
time aside to improve the team in a way. [STD3]

Feedback. Suggestions from the students were focused on the
foci, criticality, and platform for feedback, with a desire for more
frequent and more individually focused feedback.

I think it would certainly be nice to have a kind of stable assessment
at various points in the capstone project as to what grade the whole
thing is heading towards. [STD6]

Supervision. The students suggested that supervisors take a more
active role in chasing disengaged peers, which included personally
checking in with individual students to see how they were getting
on with the project. They also advocated for closer supervision,
including observations, to facilitate an open and consistent dialogue
to better guide and support the team.

I think once every two weeks we had an hour-long session with
the supervisor. It wasn’t really enough and we weren’t able to
talk about what we really needed to have talked about. So I think
having the supervisor be a more integral part of the project where
they understand what’s going on a bit more. [STD1]

I believe like a simple one-on-one message just being like “Hey,
how’s it going? Could you comment more on the thing you’re
falling off or potentially, if someone’s being too bossy or too bull-
dozerish?” [STD2]

Main Takeaways (Suggested Improvements). Even if details about
the assessment process were provided in the syllabus, students
mentioned that even more details would be of help. Along the same
lines, students explicitly asked for more scaffolding and explicit
supervision. This seems to indicate that students ask for guidance
both in the form of transparency regarding expectations and explicit
supervision even though capstone projects are designed to provide
more leeway than traditional courses.

7.2.3 Advice for Incoming Students. Students offered advice for
other students based on their experience, to help set them up for
success.

Helpful Mindset for Capstone Success. Among the advice were
encouraging helpful mindsets. These included: being free, taking ad-
vantage of the freedoms and flexibility offered in capstone courses;
being honest, to keep things clear with the team; being motivated,
to make a commitment to undertake the project and to not take a
capstone course only if you know you don’t enjoy the work; and
to prioritize the team over the grade.

But talk, talk, talk a lot with the supervisors, they are super nice,
they help at every turn. [STD4]

it’s definitely important to put the team first to treat your own
processes, to treat your own goals, and what you’re doing as your
own. Take ownership of that. And to in a way take on a mentality
that you don’t let anyone slow you down or stop you. [STD3]

Recommended Work Practices. A number of recommendations
were made, regarding working practices that future students might
consider. These include: reading the brief; keeping minutes of meet-
ings; setting out time to work on the project; communicating with
staff and peers; holding each other accountable; and logging contri-
butions.
I would also say document everything you do. [STD4]

Strategic Planning and Tips. We considered that some of the ad-
vice constituted broader strategic planning and tips which students
could consider. These included: reducing scope, to meet the needs
of the capstone without putting unnecessary pressure on peers;
and agreeing process and tools in advance, such that the team is
clear on its expectations and workflows to facilitate a positive ex-
change between peers and to maximize productivity insofar as that
is possible.

Don’t develop a tunnel vision at the beginning of the capstone
project for what you prepare yourself, in terms of subject matter
and content, but can also follow the others, because otherwise
you’ll end up [. . . ] with a horde of technical idiots and that’s not
really the point of the whole thing, you want to understand the
project in general and you should make the commitment at the
beginning to get a bit more of a holistic understanding and not
just your own part. [STD6]

You can’t really influence how people assess you, but you can try
to adapt a little bit to them if you know roughly how things will
work, and see how you can work well according to the assessment
scheme once it has been made transparent. [STD8]

Main Takeaways (Advice for Incoming Students). Participants
suggested that incoming students should develop an open-minded
approach and use every opportunity to communicate with the
instructors and external stakeholders. To support the workflow and
the assessment process incoming students should get into the habit
of journaling and documenting. Finally, being aware of their own
contributions within the larger scope of the project and being open
to adjust was mentioned as a successful strategy.

8 Stakeholder Perspectives
The extent to which a stakeholder becomes involved in assessment
is one area we wanted to investigate in this study. In most cases, a
university’s assessment standard precludes external bodies from
contributing to the summative assessment of a course. However,
it is not unusual for a stakeholder to provide informal feedback
to students, teams or instructors, and they can provide an essen-
tial professional, competency-based perspective on the design and
methods of assessments as well as providing real-world context
and motivation for students.

In this study, we aimed to survey and interview external stake-
holders; however, we were unable to recruit a sufficient number to
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conduct a meaningful online survey and were only able to carry
out a small number of interviews. While this limits the depth of
our insights, we believe that the consistency of responses provides
a reasonably clear picture of how stakeholders are integrated into
capstone projects. We were able to interview five stakeholders, as
summarized in Table 12.

Table 12: Demographics of stakeholder interview partici-
pants

Participant
ID

Gender Continent Years of Capstone
Involvement

SKH1 Male Europe 2 years
SKH2 Male Europe 1 year
SKH3 Male Europe 10 years
SKH4 Male North America 10 years
SKH5 Male Oceania 4 years

The thematic analyses of the five in-depth interviews with stake-
holders still resulted in a number of themes: (1) Stakeholder motiva-
tion, (2) Extent and nature of involvement, (3) Input to assessment
and feedback, (4) Engagement and alignment, (5) Challenges, and
(6) Recommendations. More details regarding the different facets
of statements assigned to these themes will be discussed in the
following subsections.

8.1 Stakeholder motivation
The motivation for stakeholder involvement can be altruistic: inter-
viewees spoke of helping to educate the next generation of software
developers. Other common factors include recruitment - talent-
spotting - and raising awareness of the company brand. Stakehold-
ers propose projects which they either do not have the resource to
pursue in-house, or that are speculative investigations that generate
prototype ideas potentially leading to a more in-depth study.

8.2 Extent and nature of involvement
8.2.1 Stakeholder role. Stakeholders may take different roles, for
example as a faculty member of one institution acting as a stake-
holder for another institution. This can extend to acting as a “back-
up” stakeholder in case the main company representative is not
available.

Within that role, the following activities are common for stake-
holders:

• gathering ideas and proposals from the company, checking
their scope and suitability as projects

• offering up a range of projects for students to select from
• engaging in review of student ‘pitches’ to take a chosen
project

• holding check-in meetings with students during the project,
at a frequency varying from every 2 weeks to every 10 weeks,
to give feedback on progress

• giving feedback to instructors, both during and at the close
of the project

• attending closing showcase events and celebrating student
achievement

As can be seen the majority of a stakeholder’s role is secondary to
assessment, but there is a common theme of contributing informally
to formative and summative assessment.

8.3 Input to assessment and feedback
Stakeholders generally have no contribution to the formal grade,
but have the opportunity to give feedback at various points during
the project.

8.3.1 No formal contribution. Stakeholders observe that they are
not asked for input, either get simply told what the marks are, or
do not see the grades at all. In cases where they do have sight of a
marking scheme, this is observed to be quite formal and scientific,
but quite independent from them.

In cases where there is some input based, for example, on judging
at a showcase event, the contribution of this input to the overall
grade is also not spelled out. Stakeholders are generally happy with
this arrangement, leaving the responsibility to the instructors who
are hands-on with the students.

8.3.2 Informal feedback to instructors. Feedback to instructors may
take place on a regular basis or at the end of the project, when
a demonstration or showcase event is scheduled. The feedback
at this stage is often just an informal chat with the instructors,
and instructors expressed a preference for giving feedback more
continuously. Stakeholders may not be aware whether or not the
feedback contributes indirectly to the grade.

8.3.3 Formative feedback to teams. Stakeholders put more value
on the feedback they give to teams, as this is seen to be valued by
the teams themselves, particularly where given continuously to
make suggestions and ensure teams are on the right lines. Some
stakeholders like to give hints, for example about key decisions to
make or how to provide more “wow factor”, and see if teams have
followed up on them at the next meeting. Feedback can be more
formally part of the project schedule, at an initial design review or
final showcase.
By this point, I think the project was actually done. So it wasn’t a
point of giving them feedback. It was just going, OK, let’s just see
what you’ve done. [SKH2]

8.3.4 Trust relationship with teams. As some stakeholders have
regular meetings with teams a different relationship emerges com-
pared with the formal instructor relationship. Stakeholders note
that they use techniques such as round-robin to make sure all team
members can speak up, spend time informally chatting with teams.
This can result in teams contacting the stakeholder independently
for advice, or disclosing issues with teammates that they would not
be comfortable reporting to the instructor.

8.3.5 Outcomes: Project showcase. Although they have little in-
volvement with formal assessment, stakeholders are very engaged
with the showcase or demonstration aspects of the capstone. Com-
mon themes here are the sense of excitement or buzz on showcase
day, the opportunity to see what has been achieved. A good show-
case presentation can make up for an underachieving project, and
while some stakeholders feel that this element could be more formal,
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others appreciate the disconnect from formal assessment which is
offered by the award of prizes voted for by employers.

I’m biased, I want my teams to win! [SKH1]

8.4 Engagement and alignment
8.4.1 Team dynamics. In their observations of teams, stakeholders
identified some common behaviors including how vocal a student
might be in meetings or presentations, compared with the amount
of effort being put in. Structurally, a team assigned to backend
development might be relatively introverted compared with the
front-end team.

Stakeholders emphasized the importance of being a team player,
and as part of that, being able to explain what part of the work they
contributed to. They were also interested in who emerges as the
leader, in order to inform instructors as well as to identify potential
for graduate recruitment.

Real software has leads. Who’s ultimately responsible for pulling
everything together? [SKH3]

8.4.2 Perspectives on real-world software development. Stakehold-
ers are keen to communicate lessons and wisdom from their real-
world experience. These include the importance of learning to deal
with conflict, not expecting to work “alone in a cellar”, and the
ability to estimate what can be achieved in a given time frame. A
consequence of effective estimation is being able to finish a task,
and to understand the importance of having a build that can be
demonstrated to an industry visitor at any point during the project.

These observations reflect the importance of authenticity in a
project: representing how projects are managed in industry, and
having real-world applicability.

It really is interesting how little they use the word estimate . . . in
real business it’s the first thing everybody says, well, how long is
it going to take? [SKH1]

Always have a build. You never know who’s going to walk in the
door. [SKH3]

8.4.3 Employability. Stakeholder engagement with projects gives
students more opportunities to develop employability skills and
connect with employers, although a lot of students do not take
advantage of these opportunities. Encouraging students to do the
roles they are most comfortable with gives them a chance to show-
case their skills. Encouraging students to use social media sites
such as LinkedIn helps them to do this showcasing.

8.4.4 Differing priorities. Stakeholders observed that it is quickly
apparent who the leader is, and who is just “hanging on”. This
has an impact on fairness of assessment, but in the main, exter-
nal stakeholders are not concerned with this. Although (as noted
above) it’s important to know who did what, most important is the
output of the team. It is to be expected in the real world that some
team members will contribute more than others, and there can be
different emphasis put on team versus individual contribution.

I care in business about what teams output. Individuals, less
so. [SKH1]

Life is the way group projects work . . . part of life is the output of
the team is your output. And if you want to raise it, then you’re
going to have to go above and beyond to raise it [SKH4]

8.4.5 Disagreements with instructors. It is unusual for stakeholders
to challenge an assessment or final grade for a team or individual.
Where this does occur, the instructor explains some of the science
behind the grading and the stakeholder accepts this authority.

8.5 Challenges
8.5.1 Confidentiality and workload. The aim of providing an au-
thentic project conflicts with IP and commercial sensitivities. This
can mean that live projects or the “cool stuff” a team might hope
to be able to investigate, cannot be made available or supported.
Stakeholders also report challenges in allocating time to support
students, and that there is not enough time in the project course
schedule to give timely feedback.

8.5.2 Fairness of contribution. Student teams would ideally balance
themselves to ensure a fair contribution, but a common observation
is that two or three people are doing most of the work and that
instructor support is needed to resolve this. If asked to comment
on individual contribution, stakeholders find it very hard to judge;
it can be misleading to look at GitHub commits, and if only one
team is being observed by a stakeholder then they cannot compare
expectations with other teams. Even the use of peer review can
be taken as a routine activity by students rather than properly
engaging. The weaker team members do not ask how they can
contribute more to a team, in comparison with the stronger ones
who are more concerned about this.

8.5.3 Use of Gen AI. While the opportunities for responsible use of
Generative AI were not explicitly addressed, it was observed that it
can give the weaker students less motivation to study. The availabil-
ity of AI to students may make up for non-contributing students,
leading to a more productive group. Availability of AI to stakehold-
ers can reduce the need to engage with capstone courses, since a
prototype project implementation can be generated in minutes.

I told him, we need a web interface for this and this. Maybe we
can offer as a capstone project, and he came to me next day. I just
did this one with AI, was really easy [SKH5]

8.6 Recommendations
8.6.1 Reflections. Stakeholders reported that they’re often amazed
by the passion students have for the projects. They appreciate when
they get positive feedback from the students.

8.6.2 Use of Gen AI. As with other aspects of the degree, capstones
will need to change in order to deal with generative AI challenges,
by putting the focus on other skills.

8.6.3 Communication. By letting students know that the stake-
holder is in a supportive role rather than grading, teams can be
more comfortable and happier to discuss a variety of issues.

8.6.4 Assessment. There are opportunities for more involvement
in assessment: for example, providing evidence of engagement
and contribution of students; viewing a mid-point presentation to
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calibrate with other teams; seeing more of the final assessment,
to compare with the brief that they set; having some influence
on the final grade. While individual reports are helpful to assess
contribution, they are not sufficient on their own.

8.6.5 Process. Stakeholders expressed a wish to get more involved
in different parts of the process, and those who do have this in-
volvement feel better informed. Where there are disagreements,
some would like more visibility on the outcomes.

We found that few external stakeholders have any involvement
with the formal assessment process. It is quite common for the
involvement to be limited to setting or providing a number of
projects for students to select, and then have no further involvement
until a final showcase. Stakeholders expressed a wish to be more
closely involved with other aspects.

9 Discussion
To discuss the findings from this working group, we return to the
research questions and summarize the common themes, challenges,
and solutions arising from the survey and interviews. In the con-
clusion section, we will compare our analysis with what was found
in the literature review.

9.1 RQ1. Assessment methods and their
effectiveness for evaluating contributions

Our quantitative data showed that both students and instructors re-
ported a common core set of deliverables in capstone courses, with
strong agreement on the importance of oral presentations, writ-
ten reports, project demonstrations, and completed project builds.
The frequencies are closely aligned, with over 80% of both groups
identifying these as central components of assessment. Reflection
essays and progress logs also showed similar patterns, reported by
roughly 60% of instructors and students alike.

Where the groups differ is in the reporting of less common deliv-
erables. Students rarely mentioned alternative forms of assessment
beyond the standard set, with only 7% citing items such as peer
feedback or peer reviews. In contrast, instructors more frequently
pointed to additional assessment elements (27%), including peer
evaluation, instructor observations, public demonstrations, code
contributions, and video recordings. This suggests that while stu-
dents primarily focus on the most visible, high-stakes deliverables
that shape their grades, instructors recognize a broader range of
evaluative practices—particularly those that capture process, per-
formance, or professional engagement beyond the final product

The interviews provided more insight. A wide range of assess-
ment methods was identified. Formative methods such as regular
progress reviews and check-ins are effective in maintaining en-
gagement and identifying individual contributions at a point where
“free-riders” can be given a course-correction. Inclusion of git logs or
tracking tools can also provide more data to aid fair assessment, as
long as students accept that way of working. This requires students
to understand that the correct use of collaborative version control
is part of the expectations of the module. Summative assessments
include graded demos, presentations, final reports, and the final
product itself. Fair evaluation of contribution is typically achieved
using a formula based on individual contribution (self-reported or
instructor-based) and the mark for the final product, but this may

be supplemented by metrics of process issues such as productivity
and teamwork. Instructors spoke of using triangulation to come up
with a final grade based on the various pieces of evidence, but also
noted the amount of time this takes, and concerns about students
“gaming the system” if they are aware of the formulae used, which
can affect the effectiveness.

We asked both instructors and students about the extent to which
different assessment types contributed to determining students’
final grades. Across both groups in our quantitative data, instruc-
tor evaluation emerged as the dominant factor, with nearly all
instructors and a majority of students rating it as highly significant.
However, differences appear in the relative importance of other
methods. Attitudes to peer evaluation in this data are divided, and
this is reflected in interviews. Some instructors reported a positive
impact on team dynamics from the open discussion of contribu-
tions, but others warned of possible fractured relationships and
a tendency to award higher peer marks to the more popular and
outgoing students. As a result, peer evaluation is often used as a
formative support or to inform judgment rather than as part of the
triangulation data for a summative assessment. While instructors
placed very limited weight on self- and peer-assessment, students
rated these somewhat higher, with about one third viewing peer
evaluation as significant in our surveys, despite only 7% identify-
ing peer evaluation as a capstone deliverable. External stakeholder
feedback was consistently reported as the least influential by both
groups, although students rated it slightly more highly than in-
structors. Taken together, these findings highlight broad agreement
on the centrality of instructor evaluation, while also revealing that
students perceive a greater significance for peer and stakeholder
input than instructors report in practice.

9.2 RQ2. Instructor challenges for assessment
A major challenge for instructors is the workload taken by the
range of assessment methods described above, particularly with
giving timely feedback for formative exercises and handling the
contribution-recording activities, as cohort sizes increase. The same
issues also give rise to difficulties in consistency, higher numbers of
conflicts, andmore complex interactions with industry stakeholders.
Assessing individual contributions is the other major challenge.
These issues are reflected in the quantitative data and interviews.

Instructors agree that AI can be useful for students, but its use
must be acknowledged. While AI can provide a useful first step
in a literature review and accelerate student progress in this area,
over-reliance can lead to shallow understanding, lack of skill devel-
opment, originality or creativity, or inaccurate reports, for example,
misrepresenting a student’s contribution. In the extreme, where
developed work is being used by an industry stakeholder, this might
lead to legal issues.

9.3 RQ3. Student perceptions of fairness,
transparency, and clarity

Student perceptions of assessment differ from those of instructors,
for example, in how different aspects of the work, or input from
external clients, contribute to the assessment. The difference may
be explained by a reluctance of instructors to be explicit about
these aspects to discourage gaming the system, as noted above.
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Students are particularly concerned about how their contributions
will affect their grade, and would like more transparency about
assessment and contributions. This highlights a tension between
instructor and student expectations. Transparent assessment is
enhanced through the use of published rubrics, giving students
the opportunity to assess their own performance [27] as well as
understand how their work has been assessed. This has implications
for assessment design. Keeping aspects such as the contribution
formula confidential may be intended to encourage students to
focus on the process rather than obsess about where to put most
effort, but the consequential eroding of trust works against the wish
for transparency and reduces the authenticity of the activity.

Other concerns about fairness can be related back to the issues
of staff workload and resourcing. Students report that some asses-
sors are not present, or only briefly present, at touchpoints during
the project or the final assessment. This leads to concerns about
an inconsistent picture across a cohort, with some assessors more
engaged and with a better understanding than others. Extending
this to feedback, students would prefer more “feed forward”, i.e.,
opportunities for improvement in their next submission, and ob-
served a lack of critical feedback in peer reviews. This reflects a
concern about peer evaluation and team dynamics, with friendships
sometimes leading to biased assessments.

Students also raised GenAI as a potential challenge to fairness
and transparency, reflecting the concerns of instructors. They were,
however, largely neutral about the impact of GenAI on fairness and
transparency.

9.4 RQ4. External stakeholders and their role in
assessment

Stakeholder contribution to assessment is generally more limited
than as perceived by students, with many institutions prohibiting
non-faculty members from contributing to the summative assess-
ment. Stakeholder perception of fairness is based on their observa-
tions of how team members conduct themselves, but they generally
are not concerned with the triangulation that leads to a mark. Stake-
holder involvement is motivated differently from instructors, as
they are interested in recruitment, brand awareness, and exploring
technical challenges that they don’t have the resources to investi-
gate in-house.

AI is recognized as a game-changer - perhaps in surprising ways,
as the specification of small technical challenges can as easily be
explored internally with the help of AI rather than being set as a
creative team challenge.

9.5 RQ5. Evidence-based strategies to address
challenges

Instructors identified integrating self- and peer-assessment compo-
nents, with robust calibration, as a common strategy, along with
regular formative assessments and feedback, use of contribution-
tracking tools, and better advice and training on AI. However, each
of these strategies risks increasing workload, which is identified
as one of the most critical factors in implementing new strategies.
The use of tools and AI guidance may be more of a front-load cost,
which will lead to reduced workload further down the line, if used
strategically.

The development of rubrics that are detailed and flexible was also
raised by instructors as a strategy to address challenges. Student
buy-in is a critical factor, but this does conflict to some extent
with instructor preference for keeping more detailed aspects of
the assessment methodology undisclosed (such as contribution
calculation formulae), to avoid students “gaming the system” or
working to the assessment criteria rather than simply engaging as
best they can with the capstone project. Appropriate choices need
to be made in design of assessments and rubrics in order to provide
sufficient transparency for students.

Student suggestions to address challenges are focused on hav-
ing more guidance, scaffolding, more frequent feedback, and more
active supervision - challenging the workload and resource issue
further. Stakeholders also suggest improving communication so
that students know what the role of the stakeholder is, and so
they understand that an honest interaction will not affect their
assessment.

10 Threats to Validity
We encountered some limitations in designing, executing, and an-
alyzing the results of our study. To begin with, we observed dif-
ferences in terminology due to the range of contexts and cultures
across all the contributors to the study. This could lead to differ-
ing interpretations, which we mitigated by establishing common
terminology as discussed in Section 2.

Because the survey was administered anonymously, it was not
possible to verify whether individual participants completed it
multiple times, representing a potential threat to internal validity.

Furthermore, selection bias may have been introduced through
the inclusion of interview participants known to the researchers,
as these individuals may differ systematically from those without
prior connections to the research team. With three different sets
of interviews taking place (students, instructors, stakeholders), we
did not use a standard coding taxonomy. Anonymised transcripts
were independently coded by WG members, and codes were then
merged to form a common code book for each of the three sets.
Subgroups of the WG reviewed the transcripts in each set to reduce
the risk of missing codes.

While there was plenty of participation in interviews of students
and instructors, the number of stakeholders was low (𝑁 = 5) and
had a limited geographical spread. No stakeholders completed the
quantitative survey. The impact of this may be that our conclusions
about the limited role of stakeholders in assessment could be chal-
lenged. However, it is consistent with observations from interviews
and surveys of instructors and students, who also noted limited
input to assessment. There is also some potential for bias, as at
least two of the interviewed stakeholders also had experience as
instructors.

Another internal threat comes from the fact that we cannot
assess the amount of overlap between interview and survey par-
ticipants. We did encourage all interviewees to also complete the
corresponding survey, but are not privy to whether or not they did
so. While having more information about this would strengthen
the analysis of how much interview and survey data align, such
additional keeping track of participants would have threatened the
integrity of the individual data submitted: students might not have
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consented to fill out the survey if they knew that their data would
be correlated with interview data.

The hierarchy between students and instructors was the source
for another potential threat to internal validity. To mitigate this,
in one case the researcher who was an instructor as well offered
candidates to be interviewed by a third party who had been trained
w.r.t. the interview guidelines. This person then transcribed and
anonymized the interviews before giving the researcher access to
the interview data.

Finally, the geographic spread of the interviewers and intervie-
wees is both a strength and a weakness of the participant selection
process. On one hand, it strengthens the findings because of the
institutional and cultural diversity. On the other hand, it weakens
the findings because there might be an unintended bias to a specific
institution’s curricular decisions, including, but not limited to, class
sizes and project types, which then happen to be “representative”
for the geographic region.

As a result, there is a limitation to the generalizability of the re-
sults, which should be borne in mind when interpreting the findings.
That said, we firmly believe that the breadth of aspects discovered
through our analyses offers starting points for more in-depth stud-
ies conducted within any more narrowly defined set of participants
considered in future work.

11 Conclusion
Our working group set out to understand how team-based cap-
stone projects are currently assessed in computing programs, what
challenges different stakeholders encounter, and which strategies
show promise for improving transparency, fairness, and workload
from both instructors’ and students’ perspectives. Drawing on a
multi-institutional survey (N=66) and thirty in-depth interviews
with students (N=12), instructors (N=13), and external stakeholders
(N=5), our findings offer a coherent picture that addresses each of
our five research questions — current assessment practices (RQ1),
instructor challenges (RQ2), student perceptions (RQ3), stakeholder
roles (RQ4), and evidence-based recommendations (RQ5).

Our findings from the surveys and interviews are generally con-
sistent with those in the literature review, in terms of instructor
perspective. It’s evident that the adoption of practices for assess-
ment remains varied and inconsistent, and instructors are reluctant
to lean heavily on techniques for individual or team contributions
to provide a major part of the triangulated assessment, regarding
them as not reliable or scalable.

We identified a gap in the literature when it came to the student
and stakeholder perspective. We have addressed this from the stu-
dent perspective, less successfully for the stakeholders. As noted
in the discussion, perceptions of fairness are seen in a desire by
students for more transparency in the formulae and contribution
measures, and generally more feedback and guidance. Student am-
bivalence about peer evaluation and potential for bias was identified
strongly, with a desire for more accurate and objective capture of
their individual efforts.

The practical challenge of workload has to be addressed in con-
sidering how to implement improved assessment strategies. The
balance of workload with fair assessment was identified as a key
question from the literature review. Evidence from our survey and

interviews shows that approaches to tracking contributions, com-
bined with the desire from students to have more ongoing formative
feedback and guidance, tip the balance toward a higher workload.
For improvements like these to be feasible, the workload barrier
needs to be overcome. Automation and AI may be part of a solu-
tion, if concerns over perceptions of fairness can be convincingly
overcome.

One area that stood out in our review of the literature was the
lack of discussion of GenAI challenges. This may be a consequence
of the timescale of publication and the accelerated pace of develop-
ments in this area. Challenges and some emerging practices were
identified in the surveys, but a clear picture is still to develop: many
instructors are ambivalent about its use, but both students and
instructors see a need for clear guidance on what is, and is not,
acceptable. The need for unambiguous institutional policies on AI
use in teaching and assessment is well-established [37], and the
picture is improving although policies may focus on textual written
work. The nature of computing assessments, covering written work,
code and other artifacts, requires computing departments to take
a lead in co-creating policies alongside stakeholders and students,
for use of GenAI across all assessments - with application to the
specific challenges of capstone projects.

Capstone projects will remain a signature culminating experi-
ence for computing graduates. By triangulating the perspectives
of students, instructors, and external stakeholders, our work pro-
vides an insight into factors that affect the fairness and rigour
of assessment methods, thereby better preparing students for the
collaborative realities of the professional software industry.
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Appendix
Table 13: List of survey questions for Instructors

ID Question text Answer format

Q1 If you would like to participate in this survey and you are 18
years of age, click yes to begin or no to exit.

Multiple Choice: Yes; No

Section 1: Course Background Information
Q2 Please choose the capstone course level that you have been

involved with (choose a level; if you have more than one, you
can fill this form again).

Multiple Choice: Two year program (associate or diploma);
Three or four year program (bachelor’s); Graduate program
(master’s)

Q3 What is the duration of your capstone course? Multiple Choice: One Semester; Two Semesters; Other
Q4 What is the typical class size for your capstone courses? Multiple Choice: Less than 20; 20–40; 40–100; 100–200; More

than 200
Q5 Are your capstone projects typically: Multiple Choice: Team-based; Individual; A mix of both;

Other
Q6 What is the typical size of students’ teams in your capstone

course?
Multiple Choice: 1–2; 2–3; 3–4; 4–5; 5–6; Greater than 6

Section 2: Existing Assessment Practices
Q7 Which of the following assessment approaches do you use

when evaluating capstone projects?
Multiple Choice: Formative assessment only (ongoing evalu-
ation throughout the course); Summative assessment only
(end); A combination of both

Q8 Which of the following best describes your approach to as-
sessing capstone projects?

Multiple Choice: Primarily subjective (e.g., holistic judgment,
open-ended feedback); Primarily objective (e.g., rubric-based
scoring, standardized criteria); A combination of both; Other

Q9 What grading scheme do you use in evaluating individual
grades for team members?

Multiple Choice: Same grade for all team members; Individ-
ual grades based on instructor assessment; Individual grades
based solely on team evaluation; Combination of instruc-
tor/stakeholder and team evaluation; Other

Q10 Which deliverables counted towards the final grade in your
capstone course? (Select all that apply)

Multiple Choice (Multi-Select): Written reports; Oral presen-
tations; Reflection essays or journals; Project demonstrations;
Completed project build/deliverable; Progress meeting min-
utes or team logs; Other

Q11 To what extent does each of the following assessment types
contribute to determining students’ final grades in your cap-
stone course? (Self-assessment; Peer evaluation; Instructor
evaluation; External stakeholder feedback)

Multiple Choice: 5-item Likert-type scale

Q12 Which of the following do you rely on when grading or as-
sessing capstone projects? (Select all that apply)

Multiple Choice (Multi-Select): TAs; Other instructors/co-
lecturers; External stakeholders (e.g., industry experts,
clients); Graduate students (not designated as TAs); I handle
all grading independently; Other

Q13 How would you rate the adequacy of the grading/marking
support you receive to help you assess the capstone project?

Multiple Choice: 5-item Likert-type scale

Q14 In your experience, how effective are the following meth-
ods in evaluating team contribution? (Peer evaluation; Self-
assessment; Instructor evaluation; External stakeholder evalu-
ation)

Multiple Choice (Grid): 6-item Likert-type scale

Q15 In your experience, how effective are the following meth-
ods in evaluating individual contribution? (Peer evalua-
tion; Self-assessment; Instructor evaluation; Written re-
ports/documentation; Oral presentations/demos; External
stakeholder evaluation)

Multiple Choice (Grid): 6-item Likert-type scale

Section 3: Assessment Challenges
Q16 Please elaborate on any limitations you have experienced in

using peer evaluations for assessing individual contribution.
Text Answer

Continued on next page
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Table 13 (continued)

ID Question text Answer format

Q17 Please elaborate on any limitations you have experienced in
using external stakeholder evaluation for assessing individual
and/or team contribution.

Text Answer

Q18 What are the key challenges you encounter when assessing
team-based projects? (Select top 3)

Multiple Choice (Multi-Select): Difficulty distinguishing in-
dividual contributions; Bias in peer evaluations; Time con-
straints; Conflict in team; Lack of grading/marking support;
Impact of generative AI tools; Other

Section 4: Use of Generative AI
Q19 Have you encountered the use of generative AI tools (e.g.,

ChatGPT) during the capstone project process?
Multiple Choice: Yes, extensively; Yes, occasionally; No, not
at all; Unsure

Q20 On a scale of 1 (No Impact) to 5 (Significant Impact), to what ex-
tent do you think generative AI tools affect the overall quality
of capstone projects?

Multiple Choice: 5-item Likert-type scale

Q21 Are there clear guidelines or policies at your institution re-
garding the appropriate use of generative AI for academic
work?

Multiple Choice: Yes, clearly stated; Somewhat unclear; No,
not at all; Not sure

Q22 Rate your agreement with the statement: “The use of Gen-
erative AI tools by students compromises the fairness and
integrity of capstone assessments.”

Multiple Choice: 5-item Likert-type scale

Q23 Have you adjusted your assessment methods or
rubrics/guidelines to account for possible use of gener-
ative AI by students?

Multiple Choice: Yes, significantly; Yes, slightly; No, but I
plan to; No, and I do not plan to; Other

Q24 Do you use any strategies or tools to detect AI-generated
content in student submissions?

Multiple Choice: Yes, specialized software; Yes, manual
checks (e.g., style inconsistencies); No, I do not currently
check; Other

Q25 In your opinion, what is the long-term effect of GenAI tools
on the design and assessment of your capstone course? Both
positive and negative effects can be discussed.

Text Answer

Section 5: Proposing Solutions
Q26 Which of the following strategies could most effectively ad-

dress the challenges you face in assessing team-based projects?
(Select all that apply)

Multiple Choice (Multi-Select): Detailed/dynamic rubrics;
Regular formative/iterative feedback; Calibrated self-/peer-
assessment; Digital tools to track individual contributions;
Training on AI ethics/usage; Additional resources; Other

Q27 What are the most critical factors to consider when imple-
menting new assessment strategies in your courses? (Select
your top three)

Multiple Choice (Multi-Select): Scalability; Transparency;
Time and resource availability; Student acceptance and train-
ing; Alignment with learning outcomes; Other

Q28 What measures or assessment designs could better balance
the evaluation of individual contributions and overall team
performance?

Text Answer

Q29 Based on your experience, what modifications or improve-
ments would you suggest to enhance the fairness and trans-
parency of capstone project assessments?

Text Answer

Q30 How can emerging technologies (e.g., generative AI, analyt-
ics tools) be utilized to improve the assessment process in
capstone projects?

Text Answer

Q31 What innovative approaches or practices would you recom-
mend for future capstone assessments to ensure both rigorous
evaluation and student development?

Text Answer

Section 6: Demographics
Q32 Your department or academic unit (CS, Informatics,etc.) Text Answer
Q33 Country Text Answer
Q34 Role in the Capstone Course Multiple Choice (Multi-Select): Course Coordinator; Instruc-

tor/Teacher; Teaching Assistant; Other

Continued on next page
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Table 13 (continued)

ID Question text Answer format

Q35 How many years have you been teaching capstone courses? Multiple Choice: Less than 2 years; 2–5 years; 6–10 years;
More than 10 years; Other

Table 14: List of survey questions for Students

ID Question text Answer format

Q1 If you would like to participate in this survey and you are 18
years of age, click yes to begin or no to exit.

Multiple Choice: Yes; No

Section 1: Course Background Information
Please answer the questions in this section with one specific capstone course in mind- preferably the most recent team-based capstone you completed.

Q2 Was your capstone project completed as: Multiple Choice: A team project; An individual project; Other
Q3 At what level was your capstone course? Multiple Choice: Two year program (associate or diploma);

Three or four year program (bachelor’s); Graduate program
(master’s)

Q4 Including yourself, how many students were on your capstone
project team? (This refers specifically to the group you worked
with on the capstone project—not the total number of students
in the course.)

Multiple Choice: 2; 3; 4; 5; 6; Greater than 6

Q5 How was your team formed? (Select all that apply) This refers
to how members were grouped into teams for the capstone
project.

Multiple Choice (Multi-Select): Self-chosen; Instructor-
Assigned; Random; Other

Section 2: Assessment Elements in Your Capstone Course
Q6 Which deliverables counted toward your final grade? (Select

all that apply)
Multiple Choice (Multi-Select): Written reports (e.g., final
documentation, technical report); Oral presentations (e.g.,
progress presentation, final pitch, final presentation); Re-
flection essays or journals; Project demonstrations (e.g., live
demo, walkthrough); Completed project build or deliverable;
Progress meeting minutes or team logs; Other

Q7 For each evaluation method, indicate how much it influenced
your final grade. (Mark one option per row. Please select N/A
if the corresponding method was not used.) Self-assessment;
Peer evaluation; Instructor evaluation; External stakeholder
feedback

Multiple Choice (Grid-type): N/A + 5 item Likert-type scale

Q8 To what extent do you agree with the statement: “The assess-
ment criteria for the capstone project were clearly communi-
cated and understood.”

Multiple Choice: 5 item Likert-type scale

Section 3: Perceptions of Fairness and Usefulness in Assessment
Q9 How satisfied were you with the feedback you received on

your contribution to the capstone project?
Multiple Choice: 5 item Likert-type scale

Q10 Do you feel that the assessment process adequately reflected
your individual contributions to the team project?

Multiple Choice: Yes; No; Somewhat

Q11 How fair do you believe each of the following evaluation meth-
ods is for judging individual contributions? (Please select N/A
if this method wasn’t used in your course or if you’re unsure.)
Peer evaluation; Self-assessment; Instructor evaluation

Multiple Choice (Grid-type): N/A + 5 item Likert-type scale

Section 4: Use of Generative AI Tools (for projects not centred on Gen-AI)
Q12 During your capstone project—excluding cases where the

project itself was explicitly about Generative-AI—did you or
anyone on your team make use of tools such as ChatGPT?

Multiple Choice: Yes, extensively; Yes, occasionally; No, not
at all; Unsure; Prefer not to say; Not applicable—project was
Gen-AI-centric

Continued on next page
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Table 14 (continued)

ID Question text Answer format

Q13 For projects not primarily about Gen-AI, did you feel comfort-
able disclosing any incidental use of a Generative-AI tool to
instructors or teammates?

Multiple Choice: Not applicable (I did not use AI tools); Yes,
I was transparent about it; I shared it only with teammates,
not with instructors; I shared it only with instructors, not
with teammates; I did not disclose it to anyone

Q14 For projects that are not Gen-AI-focused, are there clear in-
stitutional guidelines on the incidental use of Generative-AI
tools in capstone coursework?

Multiple Choice: Yes, clearly stated; Somewhat unclear; No,
not at all; Not sure

Q15 For capstone projects whose aims were not Gen-AI-related,
please indicate your agreement with the following statement:
“Incidental use of Generative-AI tools compromises the fairness
and integrity of capstone assessments.”

Multiple Choice: 5 item Likert-type scale

Section 5: Suggestions for Improving Capstone Assessment
Q16 Which of the following strategies do you believe could most

effectively improve the evaluation of both team and individual
contributions in capstone projects? (Select all that apply)

Multiple Choice (Multi-Select): More detailed rubrics and
guidelines; Regular formative feedback sessions; Incorpora-
tion of self-assessments and reflective practices; Enhanced
peer evaluation processes with calibration sessions; Use of
digital tools to track individual contributions; Clearer com-
munication of assessment criteria and expectations; Other

Q17 Please share any more insight or suggestion that you have
to make capstone assessment better from your point of view.
What recommendations do you have to improve the experi-
ence when it comes to capstone assessment and grading?

Text Answer

Table 15: List of interview questions for instructors

ID Question text (or interviewer-facing guidance)
Background Questions

I1 Describe your role and experience in teaching and assessing capstone courses that are grouped based.
I2 How long have you been involved with teaching and evaluating capstone courses?
I3 Do you work with external clients or stakeholders?

Assessment Strategies
I4 Can you briefly explain how assessment is structured in your course?
I4a What do you assess? How much is each assessment item worth?
I4b How often do you assess students’ work (continuously, or just a single grade at the end)?
I4c If there are external stakeholders involved, do they have any influence on the grading process (i.e. is their feedback part of the

assessment)?

I5 Is there a rubric for the items assessed? Who created the rubric?
Balance Between Individual and Collective Assessment

I6 How do you balance individual versus group contributions when grading?
I7 What challenges have you encountered in ensuring fairness when assessing group work?
I8 Do you think your assessment approach has influenced team dynamics? How?
I9 Do you allow for peer evaluations in group projects? If so, how do you incorporate them into grading?

Assesment Challenges
I9 Have students ever raised concerns about fairness in group grading? How did you address them?
I10 How do you handle situations where one group member is not contributing equally?
I11 Have you made any changes to your group assessment approach over time? What prompted those changes?

Survey Participation Question (Optional)
I12 Would like to participate in our survey?
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Table 16: List of interview questions for Students

ID Question text (or interviewer-facing guidance)
Background Questions

I1 Tell me about the capstone course that you took.
I2 Did you have real-world experience before taking this capstone course (e.g., internship experience and/or work in the industry)?
I3 What was your capstone project about? Who was your client or primary stakeholder (e.g., a faculty member, an external

sponsor, etc.)?
Existing Assessment Practices

I4 How fair did you find the capstone assessment methods in evaluating your team’s overall performance? (Possible probe: “What
specific elements made it feel fair or unfair to you?”)

I5 Did the assessment process capture your individual contributions accurately?” (Possible probe: “Can you give an example
where you felt your work was—or wasn’t—recognized?”)

I6 Could you describe the grading strategies used to differentiate or allocate individual grades within the team? (Possible probe:
“Were there rubrics, peer assessments, or instructor evaluations used?”)

I7 Did you engage in peer assessments within your team? If so, how did that factor into your individual grade or feedback?
Assessment Challenges

I8 Please describe any challenges you faced in understanding the assessment criteria used in your capstone.
I9 What challenges did you encounter with receiving feedback, such as the frequency, timeliness, or clarity of the feedback?

(Possible probe: “Did you feel you had opportunities to improve based on feedback?”)
I10 Have you or your teammates used generative AI tools (e.g., ChatGPT) in your capstone project? If so, what benefits or risks

did you see from using them?
I11 Were there any other significant challenges, such as team dynamics or resource constraints, that affected the assessment

outcomes?
Suggested Assessment Strategies

I12 What changes in feedback practices —such as frequency, clarity, or mode of delivery— would most help you understand your
strengths and areas for improvement in a team project?

I13 How could the assessment process be improved to better acknowledge both individual efforts and overall team achievements?
I14 Can collaboration platforms (e.g., GitHub, Trello) or project management tools be used to make the assessment process more

transparent and fair?
I15 Are there any other changes or improvements you suggest to enhance the fairness and transparency of capstone project

assessments? (Possible probe: “If you had full control over the course design, what would you definitely include or remove?”)
I16 What advice would you give to future students about navigating capstone assessments effectively?

Survey Participation Question (Optional)
I17 Would like to participate in our survey?
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Table 17: List of interview questions for Stakeholders

ID Question text (or interviewer-facing guidance)
Background Questions

I1 Describe your role and experience as a stakeholder supporting a capstone course that was team-based?
I2 How long have you been involved as a stakeholder with capstone courses?

Assessment
I3 Do you get involved in the assessment of the capstone? If so
I3a What do you assess?
I3b Do you contribute to grading directly?
I3c Does your feedback contribute to the grading process?
I3d How often do you provide grading input or feedback on students’ work (continuously, or just a single grade at the end)?
I3e Are you provided with a rubric for the items assessed? Are you consulted on the rubric?

Balance Between Individual and Collective Assessment
I4 In any assessments you are involved in, how do you balance individual versus group contributions when grading or giving

feedback?
I5 What challenges have you encountered in ensuring fairness when assessing group work?
I6 Do you think the external stakeholder feedback approach has influenced team dynamics? How?

Assessment Challenges
I7 How has your experience of the assessment of capstone projects compared with your expectations?
I8 How do you think a fair assessment of capstone can be achieved?
I9 Have you ever raised concerns about fairness in group grading? How were these addressed?
I10 Have you made any changes to the way you contribute to assessment over time? What prompted those changes?

Survey Participation Question (Optional)
I11 Would like to participate in our survey?
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